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Intertidal flats are important coastal margin environments linking the terrestrial and

marine ecosystems. This dissertation studies the thermodynamic processes of tidal

flats over tidal, fortnightly, and seasonal timescales through in situ field observations,

remotely sensed measurements, and a numerical model of cross-flat tidal heat and

mass transport.

First, seasonal variation of sediment-water heat exchange is modeled at both sites

using a numerical cross-shore model of tidal flat heat and mass fluxes. The model

uses a convective heat transfer coefficient to evaluate sediment-water heat fluxes. The

model accurately predicts water and sediment temperatures observed at both sites

and estimates that exchange of heat between the sediment and water can be as great

as 20% of the incoming forcing solar shortwave radiation. Seasonal variations in the

net heat flux show that the tidal flats act as a net source of heat during the summer

months and a net sink during the winter. This pattern is explained by the phasing

of the exposure periods and daytime solar radiation whereby maximum flat exposure

during the summer occurs during the daytime whereas flat exposure during the winter

months occurs at night allowing significant cooling of the flats. The model is most
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sensitive to the choice of thermal conductivity indicating the importance of accurately

determining tidal flat sediment thermal properties.

Next, tidal time-scales are examined by focusing on heating at the leading edge of

the flooding front. Field observations indicate that during the summer under clear sky

conditions, the leading edge of the flood front is nearly 5◦C warmer than the sediment

it inundates. Model results show that this process is related to the absorption of

solar radiation in a thin film of water occurring at the front edge. This result only

occurs under conditions where the light extinction coefficient is large enough to fully

absorb all shortwave radiation in the water column and prevent its transmission to

the sediment bed and is consistent with the qualitative observations of high turbidity

at the leading edge of the front.

Finally, tidal time-scale processes on the ebb tide are studied using novel remote

sensing technique to determine surface fluxes in an incised intertidal channel. Ebb

flows through incised channels off the flat continue throughout the low tide period

and are difficult to measure as water depths are below 10 cm. A infrared imaging

technique is used to determine surface velocities during these low depth periods.

Flows off the flats exhibit two distinct dynamic regimes: ebb-tide flow and post-

ebb discharge. Ebb-tidal flow occurs during the receding tide when downstream

water elevations control the upstream flow velocities (M1 profiles). The post-ebb

discharge continues throughout the low tide period and obeys uniform open-channel

flow dynamics. Calculations of total volume fluxes and the use of the tidal heat flux

model support the hypothesis that remnant water from the flat surface is the source

of these discharges.
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Chapter 1

INTRODUCTION

1.1 Motivation

Tidal flats are a common feature of estuaries and coastlines worldwide. Characterized

by large intertidal areas with significant sediment supply and strong tidal forcing

relative to wave forcing, these regions contain high levels of benthic microalgal biomass

and production, which supply the base of coastal food webs (Colijn and de Jonge,

1984). Tidal flats are important habitats for migratory birds, commercially valuable

young fishes such as salmon, and highly productive bivalve fisheries. Tidal flats also

present significant navigational hazards for ships entering coastal ports and provide

much of the area for land reclamation projects.

While much research has been focused on tidal flat hydrodynamics, sediment

transport, and morphodynamics (See Amos, 1995; Friedrichs, 2012, for reviews.),

thermodynamics in these systems has been little studied. Water temperatures often

control rates of biogeochemical processes like nutrient cycling and primary produc-

tivity (Guarini et al., 1997). Alternating inundation and exposure of large regions

of tidal flats creates large daily temperature variations. Johnson (1965) found that

organisms living in the top 1 cm of the sediment bed of intertidal environments can

experience daily temperature variations 3 times greater than those in subtidal envi-

ronments, while infuana at 10 cm depth experienced daily temperatures variations

as those in subtidal areas. The differences between the thermodynamic properties of
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water and sediments may also play an important role in local climate and weather

(Cho et al., 2000). Additionally, an understanding of the local heat budgets of these

systems is important when determining the impacts of significant sources of thermal

pollution such as nuclear power facilities. (Yanagi et al., 2005). This dissertation will

determine sediment-water heat fluxes at tidal flats over seasonal and tidal timescales

using both field measurements and a numerical model to further our understanding

of the thermal environment of these regions.

1.2 Background

The heat energy H of a material defined with zero energy at absolute zero temperature

is defined as

H = cpρT = cV T (1.1)

where cp is the specific heat capacity, ρ is the density, T is the temperature in Kelvin.

In studies of fluids, volumetric properties are often easier to measure and manipulate

in equations and hence we define the volumetric heat capacity cV = cpρ. Assuming

no internal heat source or sink the time rate of change of heat energy is dependent

on the fluxes of heat through the bounding surface ∂V by

dH

dt
=

∫
V

cV
dT

dt
dV =

∫
∂V

−~q · ~nds (1.2)

where ~q is the vector field of heat flux and ~n is the outward normal of surface ∂V .

Fourier’s Law describes the conduction of heat through a material based on it’s

intrinsic thermal conductivity λ and the temperature gradient within the material

∇T as

~q = −λ∇T (1.3)
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where ~q is the time rate of heat transfer. Combining Eq. 1.2 with Eq. 1.3 and applying

the divergence theorem to the right hand side yields

dH

dt
=

∫
V

cV
dT

dt
dV =

∫
V

∇ · (λ∇T ) dV (1.4)

This integral must apply over any surface within the volume and hence vanishes, and

assuming a constant k, becomes the heat or diffusion equation

dT

dt
= κ∇2T (1.5)

where ∇2 is the Laplacian and κ = λ/cV is the thermal diffusivity. In one-dimension,

this is simply:

dT

dt
= κ

d2T

dx2
(1.6)

1.2.1 Sediment thermal properties

While the heat equation (Eq. 1.6) is well studied and understood, the difficulty in

applying it to tidal flat sediments lies in determining the thermal properties (conduc-

tivity, diffusivity, and heat capacity) of the sediment bed which is a complex matrix

of water and organic and inorganic particles. Thermal properties of tidal flat sedi-

ments primarily depend on porosity, water content, sediment size, and mineralogy.

Lovell (1985) concluded that the bulk thermal conductivity λ of saturated marine

sediments was well modeled by the geometric mean of the conductivities weighted by

the porosity, i.e.

λ = λ(1−n)
s λnf (1.7)

where n is the porosity and λs and λf are the conductivities of the solid and fluid

fractions. Miselis et al. (2012) found that, despite differences in thermal conductivi-

ties of dry sediments due to varying mineralogy and grain size, the bulk conductivity
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of sediment-water mixtures was driven mainly by the porosity and resulting water

content of the sediments. This is due mainly to the large difference in mineral and

water conductivities. For standard quartz minerals, λs=8.6 W m−1 K−1 while fresh-

water has a thermal conductivity of λf = 0.6 W m−1 K−1. The control of porosity on

λ also implies that slight differences in λf due to salinity and temperature are also

negligible.

Campbell and Norman (1998) modeled the bulk heat capacity c using a porosity-

weighted arithmetic mean of the solid and fluid components

c = (1− n)cs + ncf (1.8)

where cs and cf are the volumetric heat capacities for the solid and fluid fractions.

Combining Eq. 1.8 with Eq. 1.7 yields an equation for the bulk diffusivity κ

κ =
λ

(1−n)
s λnf

(1− n)cs + ncf
(1.9)

showing the strong dependance of κ on porosity. Due to the relationship κ = λ/cV ,

only two of the three thermal parameters are independent and the choice of which to

measure lies mainly in how a particular experiment is designed.

Using harmonic analysis, Harrison (1985) found values of κ to be 0.4 × 10−6 m2

s−1 in muddy sediments of Chinchester Harbor, England. Similar values have been

measured in Minas Bay, Canada (Piccolo et al., 1993), Marennes-Oleron Bay, France

(Guarini et al., 1997), and the Forth Estuary, Scotland (Harrison and Phizacklea,

1987), all in muddy sediments. At locations studied in this work, Willapa Bay and

Skagit Bay, Thomson (2010) found values of κ between 0.4 and 1.4 m2 s−1. Sandy sites

had large values for κ mainly due to the relationship of percent sand with porosity.

As percent sand increased, porosity, and hence diffusivity increased as well.
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1.2.2 Heat sources to tidal flats

The thermodynamic budget of tidal flats (Figure 1.1) are influenced by a variety of

forcing terms including solar radiation, meteorological variables like cloud cover, wind,

and humidity, and local water and sediment temperatures. The net heat balance can

be represented by

Qnet = Qs − (Ql +Qe +Qh) +Qmw (1.10)

where Qs is net shortwave radiation, Ql is net long-wave radiation, Qe is latent heat

lost to evaporation, Qh is sensible heat transfer, and Qmw is the heat transfer between

the sediment and water column. Qmw is the most difficult term to observe or em-

pirically derive and has received little attention both regarding its measurement and

importance. Small tidal flat slopes create a large intertidal surface area between mean

high and mean low water and the exposure of flats at low allows differential heating

between the sediment bed and the water column. As the flats are inundated sediment

and water temperatures may vary greatly, driving heat transfer across the interface

and becoming an important contributor to water temperatures (Kim and Cho, 2009;

Kim et al., 2010). Tidal velocities thus act as a mechanism to transfer heat across

the flat and this cross-flat transport provides a linkage between the predominantly

vertical air-water, air-sediment and sediment-water heat exchanges.

As the major external source of heat, solar shortwave radiation Qs0 represents

the most important external forcing of tidal flat temperatures. In addition to daily

extremes between solar noon and solar midnight, solar radiation varies seasonal in

the mid-laditudes with maximum values in the summer of up to 1000 W m−2 and

minimums in the winter as low as 100 W m−2 (Kim and Cho, 2009). The seasonal

and daily patterns are further influenced by local and synoptic scale weather systems
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Figure 1.1 Schematic diagram of the various factors affecting tidal flat thermody-
namics. The heat flux terms are net solar shortwave radiation Qs, net longwave
radiation Ql, sensible heat flux Qh, latent heat flux Qe, and the sediment-water heat
flux Qmw. These terms are all affected by atmospheric conditions such as air tem-
perature, cloudiness, and wind velocity. The primary heat flux terms are explained
in Eq. 1.10.

driving the formation of clouds and also by atmospheric particulates that absorb and

diffuse the shortwave radiation. Finally, the net solar shortwave absorbed depends on

the albedo α which varies by both the material and solar angle. Typical daily mean

albedos range from 0.05 for water and from 0.08 Guarini et al. (1997) to 0.3 Kim

et al. (2007) for sediment.

The net longwave radiation Ql is the difference between the infrared (IR) radiation

emitted from the sediment or water surface and the downwelling IR radiation from

the atmosphere and clouds. Longwave radiation emitted from a body is strongly

dependent on temperature according to the Stefan-Boltzman Law describing black-
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body radition

ql = σT 4 (1.11)

where ql is the black-body radiation emitted from an object with absolute temperature

T and σ = 5.67 × 10−8 W m−2 K−4 is the Stefan-Boltzman constant. For real

materials this is modified by an emittance ε equal to 0.98 for water and 0.96 for

sediment (Thomson, 2010). The atmospheric component depends on water vapor

content and cloudiness and is thus difficult to determine a priori, requiring the use

of bulk formulations like those of Brunt (1932), May (1986) or Bignami et al. (1995).

The exact formulation used for this study is described in Chapter 2.

Latent Qe and sensible Qh heat fluxes make up the remainder of the interaction

with the atmosphere. Latent fluxes are due to phase changes of water such as con-

densation, freezing/melting of ice, and, most importantly for tidal flats, evaporation

of water vapor, while sensible heat fluxes are due to conduction of heat between the

tidal flats and the atmosphere. Both terms rely on atmospheric forcing such as air

temperature, water vapor content, and wind speed, and require bulk formulations to

estimate (Guarini et al., 1997). While latent fluxes are generally losses to the at-

mosphere due to evaporation, sensible heat fluxes can be directed towards either the

atmosphere or the sediment/water of the flats based on the difference in temperature

between the two media.

1.2.3 Thermodynamics of tidal flats

A limited number of studies have attempted to quantify the heat budgets of tidal flats.

During sunny days exposed flats generally become warmer than embayment water

while, conversely, during clear nights the sediment surface tends to cool much faster
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than the water (Harrison, 1985). This can generate a large temperature differential

between exposed flat and inundating water such that rapid changes in flat temperature

occur during inundation and exposure (Harrison and Phizacklea, 1987). Spectral

analysis of sediment temperatures show frequency peaks at 6 and 24 hr indicating

that solar radiation and tidal forcing drive sediment temperatures (Piccolo et al.,

1993).

Onken et al. (2007) indirectly measured the net heat flux from the tidal flats

to the waters of the Hörnum Basin, German Wadden Sea. They observed water

temperature and velocities at two locations within the main downstream drainage

channel and inferred the net sediment-water heat fluxes by calculating a heat budget

for regions upstream. During the spring and summer, the flats were a net sink of heat

energy while during the fall they were a net source to the bay waters. They concluded

that this pattern was based on the length of time that the flats were exposed and the

correlation between exposure and solar radiation.

Field measurements alone are usually insufficient to understand the overall effects

of tidal flats on heat transfer in the coastal zone. Advection of water during the tidal

cycle transports heat across-flat while turbulence mixes heat throughout the water

column. Guarini et al. (1997) implemented a heat-transfer model including all the

terms of Eq. 1.10 within a simple 2-D model of Marennes-Oléron Bay, France. They

found that mud surface temperatures varied on seasonal, fortnightly, and semidiurnal

timescales and the temperature variations controlled the photosynthetic capacity of

benthic algae. Mean sediment-water heat fluxes were from ±10-40 W m−2 with

positive fluxes into the water column not occurring until September.

To capture the cross-shore effects of sediment temperature on the water column
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Kim et al. (2010) developed a 1.5-D model where water temperatures varied in the

crosss-shore and sediment temperature varied both vertically and in the cross-shore.

Their model was able to recreate observations from Baeksu tidal flats, Korea, where

they found that between 300-800 Wm-2 were exchanged between the flat and the water

during every tidal cycle. Using a fully three dimensional numerical model (FVCOM),

Kim and Cho (2011) found the the flats, as a whole, represent a gain of heat energy

in May and a loss in November with mean fluxes on the order of ±10 W m−2.

Kim et al. (2010) show that during spring local solar heating of exposed tidal

flats in Baeksu, Korea caused temperature differences of 2 ◦C – 4 ◦C between the

sediment surface and water column temperatures. Inversely, during the winter and

times of limited incident solar radiation, exposed sediment temperatures were lower

than water column temperatures with the coldest seawater temperatures occurring in

the shallow regions of the embayment. These differences between sediment and water

column temperatures create thermal gradients that drive heat exchange between the

seabed and water column. Net heat transfer between the water and the sediment is

thus determined by the phasing of solar shortwave radiation and periods of exposure

of the tidal flats.

1.3 Overview

This dissertation examines heat transport over a variety of spatial and temporal

scales using a combination of in situ and remotely sensed field observations and a

simple cross-flat numerical model of heat transport. A brief overview of the field

observations and numerical model is laid out in Chapter 2. These techniques are

used in Chapter 3 (submitted as Rinehimer and Thomson (2013)) to analyze seasonal

variations in sediment-water heat transfer at the Skagit Bay and Willapa Bay tidal
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flats in Washington State. Chapters 4 and 5 then focus on tidal scale processes

associated with the flood and ebb, respectively. Chapter 4 examines heating at the

leading edge of the flood front during periods of high solar radiation and proposes a

link between increased turbidity and absorption of heat by the water column. Chapter

5 (published as Rinehimer et al. (2013)) presents a novel method of determining

velocities in shallow flows in order to quantify heat and mass transport off the tidal

flats during the ebb period. Chapter 6 presents a summary of the dissertation and

proposes questions arising as a result of this research such as climate change and

restoration scenarios.
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Chapter 2

METHODS

To answer the questions posed in Chapter 1, field observations and modeling

studies were conducted on two tidal flats in Washington State, USA: Skagit Bay and

Willapa Bay (Figure 2.1). This chapter provides an overview of the study sites, the

sampling program and the numerical model of cross-flat heat transport.

2.1 Field Observations

2.1.1 Study Sites

Field observations and model calculations were performed for two meso-tidal flats in

Washington State, USA: Skagit Bay and Willapa Bay (Figure 2.1). Willapa Bay,

Washington (Figure 2.1) is a bar-built embayment located on the Pacific coast of

the United States, north of the Columbia River mouth. The Long Beach Penninsula

separates the estuary from the ocean with an 8 km wide inlet at the northern end of

the bay. The tide is mixed semidiurnal with a mean daily range of 2.7 m, a neap tide

range of 1.8, and a spring tide range of 3.7 m. The intertidal zone occupies nearly half

of the bay’s surface area (Anderson and Howell, 1984) and almost half of the bay’s

volume is flushed out of the bay on every tide (Banas et al., 2004). Extensive tidal

flats composed of silt and clay sediments (Peterson et al., 1984) occupy much of the

bay’s intertidal region. The study sites are located in the southern portion of Willapa

Bay, called Shoalwater bay, in sediments consisting of primarily silt and clay (Boldt
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1 km

Willapa Flats

Skagit Flats

1 km

SA01
SA02

SA01

SA13

Figure 2.1 Location of field observations at Skagit Bay and Willapa Bay, WA, USA.
Squares indicate the sand anchor locations at each site. Triangles are the locations of
the HOBO Met station. Figure modified from Thomson (2010)
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et al., 2013), while fine sand flats are found in higher energy areas, such as along the

major channels and locations exposed to waves (Peterson et al., 1984).

Skagit Bay, located 230 km to the northeast of Willapa Bay, is a sub-embayment of

Puget Sound and the receiving basin for the Skagit River, the largest river emptying

into Puget Sound. Sediment deposits at the mouth of the Skagit River form a large

intertidal delta with sand occurring nearshore and grain size fining southwestward,

away from the mouth. Fine grained sediments are also located in sheltered areas north

of the Swinomish Channel (McBride et al., 2006). Across-shore flat widths vary from

3 to 6 km with an along-shore distance of about 15 km.

2.1.2 Temperature observations

Sediment and water temperature observations were collected at both bays spanning a

(non-continuos) period of two years (2008-2009). Hobo TempPro v2 temperature log-

gers affixed to a metal sand anchor (Figure 2.2) recorded temperatures in the sediment

bed, spaced at 10 cm intervals spanning 10 - 50 cm depths in the sediment. At the

sediment surface, a Hobo U20 water level logger measured water depth and surface

temperatures. An additional TempPro logger attached to a length of string measured

near-bed water temperatures during inundation at 10 cm above the sediment surface.

The temperatures loggers recorded at 5 min intervals, over twice the response time

of the loggers, and have an accuracy of ± 0.2 ◦C with a resolution of 0.02 ◦C. Prior

studies (Thomson, 2010) have shown minimal effects due to heat conduction down

the sand anchor and disturbance of the sediment bed during deployment with a RMS

deviation of <0.15 ◦C between plastic and metal sand anchors. This variance is small

compared to the ±10 ◦C variations seen in the daily temperatures.

The temperature loggers were deployed at various sites throughout the flats during
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the two-year study period. Long term observations at Skagit Bay occurred from

November 2008 to September 2009. Short duration deployments at Willapa Bay

included March and July 2009 with sampling locations throughout the flats and an

intensive field experiment at D-Channel in March 2010 (See Chapter 5).

Figure 2.2 Sand anchors with affixed temperature loggers used in this study. A HOBO
U20 water level logger is mounted at the top of the anchor and sits at the sediment
surface with a co-located HOBO TempPro temperature logger. Four TempPro loggers
are affixed at 10 cm intervals from 20 - 50 cm below the surface.

2.1.3 Acoustic and infrared measurement of velocities

Hydrodynamic measurements included a bed-mounted uplooking 2 MHz Nortek Aquadopp

Acoustic Doppler Current Profiler (ADCP), deployed at D Channel, Willapa Bay to

observe shallow ebb flows off of the flats (Chapter 5). The ADCP was deployed in

HR (pulse-coherent) mode and measured velocity profiles at 1 Hz with a vertical res-

olution 10 cm. Due to the HR mode, the vertical profiling distance was limited to 1

m.

As the flows off of the flats during the ebb become quite shallow, an infrared
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Figure 2.3 (a) Visual and (b) infrared imagery at Willapa Bay D Channel. Note
how the contrast in the IR image is greater due to the large temperature differential
between the exposed flats (lighter) and the water flowing out the channel (darker)

(IR) imaging system was used to estimate surface velocity within D-Channel. The

IR camera was positioned on a 10 m tower attached to the D Channel piling. IR

data were collected at 7.5 Hz with a 320 x 240 pixel, 16 bit, 8-12 µm thermal camera

(FLIR A40) with a 39◦ horizontal field of view lens oriented along the channel axis. A

66◦ incidence angle provided an imaged area of approximately 100 m by 40 m and a

horizontal resolution of O(1 cm) in the near-field degrading to O(2 m) in the far-field.

An example of visual and infrared imagery can be seen in Figure 2.3.

The infrared images were georectified and an array of pixels aligned with the chan-

nel axis was extracted and converted into a “time-stack” image with along-channel

distance varying across one image dimension and time across the other. A brief
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summary of the technique follows with the full technique reported in Chapter 5. A

two-dimensional Fourier transform technique was then performed in order to convert

the image into frequency-wavenumber space. An additional transformation was ap-

plied to generated velocity-wavenumber images which are then integrated over the

appropriate wave numbers to derive a velocity spectrum. This method provides ac-

curate estimates of the surface water velocities and compares well with the limited

observations from the acoustic instruments.

2.1.4 Additional observations

Meteorological, hydrodynamic, and remote-sensing observations were also used in

various parts of this study. HOBO U30 meteorological stations located near the study

sites collected 5 minute observations of air temperature, wind speed and direction,

solar shortwave radiation, and relative humidity. The meteorological stations were

attached to a 1.5 m tripod and located on the nearby Craft Island at 28 m elevation

at Skagit Bay. At Willapa Bay it was affixed to a piling near Round Island at 7 m

elevation. Nearby Washington State University AgWeatherNet stations (Long Beach

at Willapa and Fir Island at Skagit) were used to provide meteorological data during

brief data gaps. Hourly METAR reports from nearby airports (KAST, Astoria, OR

for Willapa and KBVS, Burlington, WA for Skagit) were used to estimate cloud cover.

As METAR observations report cloud cover values in oktas at various elevations, the

maximum okta value over all reported elevations for each hourly report was used to

determine the percent cloud cover.
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2.2 Numerical model

A 1-dimensional (cross-flat) numerical model, following Kim et al. (2010), was devel-

oped to simulate the tidal wetting and drying of the flats and the heat fluxes to the

water and sediment. The model considers horizontal, cross-flat advection of mass and

heat as well as the vertical diffusion of heat in the sediment bed. The cross-flat reso-

lution is 50 m and the water column is represented by a single, vertically homogenous

cell at each cross-flat location. Pavel et al. (2012) indicate that some stratification

occurs on the Skagit Bay flats, however, it is generally intermittent, occurring when

the leading edge of the flood or ebb tidal front pass over the site. Mass and heat

fluxes are assumed to be dominated by advective processes and cross-flat diffusion is

not modeled. Along flat processes are considered homogenous.

2.2.1 Water column model

The model is forced at the open boundary by a tidally varying sea surface elevation

ηt. Assuming a constant water elevation over the modeled domain allows calculation

of the mass flux and velocity using only the continuity equation:

F i
t =

M∑
k=i

(
ηt − ηt−∆t

∆t

)
dx (2.1)

where F i
t is the volume flux between cells i−1 and i at time t, ∆t is the time-step

size, dx is horizontal cell size, and M is the total number of cross-channel cells in the

domain. No fluxes are permitted through the onshore boundary. Subscripts indicate

time indices while superscripts indicate space indices. Figure 2.4 graphically depicts

the calculation of volume flux through each element. F i
t is equivalent to the increase

in the water elevation upstream of element i.
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The water temperature T iw,t at location i and time t is calculated by:

T iw,t = ∆Tlocal + ∆Tadv + ∆Text (2.2)

where ∆Tlocal is the local change in temperature due to the changing cell size (i.e.

water elevation), ∆Tadv is due to the advective heat flux, and ∆Text is due to the

external heat fluxes through the water surface or sediment-water interface. The local

and external terms are calculated through first order, backward differences (in time)

as

∆Tlocal = T iw,t−∆t

H i + ηt−∆t

H i + ηt
(2.3)

∆Text =
Qi
w,t∆t

Cw (H i + ηt)
(2.4)

where Cw is the volumetric heat capacity of water and Qi
w,t is the net heat flux into

the water column (see below)

The advective term depends on the flow direction and is determined by

∆Tadv =


(
T i−1
w,t−∆tF

i
t − T iw,t−∆tF

i+1
t

)
∆t

dx(Hi+ηt)
during flood(

T iw,t−∆tF
i
t − T i+1

w,t−∆tF
i+1
t

)
∆t

dx(Hi+ηt)
during ebb

(2.5)

At the open boundary, an offshore water temperature Tsea is specified while no fluxes

occur through the landward boundary.

2.2.2 Sediment model

Vertical transport of heat within the sediment bed is modeled at each x-location

according to the diffusion equation

dT

dt
= κ

dTs2

d2z
(2.6)
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where κ is the thermal diffusivity of the sediment and Ts is the sediment temperature,

which varies with depth. The diffusion equation is solved at each modeled cross-flat

location and no horizontal mixing is allowed between locations. Eq. 2.6 is modeled

using a 2nd-order Rung-Kutta method. The lower boundary condition assumes that

dT/dz is constant with the layer above, while the boundary at surface interface is

given by

dT

dt
=
Qs

λs
(2.7)

where Qs is the heat flux through the surface and λs is the thermal conductivity of

the sediment. The bed is modeled from the surface down to 2 m depth.

Thermal diffusivity κ and conductivity λs depend on the the sediment type, poros-

ity, and water content (Thomson, 2010). Kim et al. (2007) summarize prior studies

with values of κ between 0.4-1.1 ×10−6 m2 s−1 and λ between 0.8-3.1 W m−1 K−1. For

this study, κ = 1.0×10−6 m2 s−1 was chosen for the Skagit Bay site and κ = 0.5×10−6

m2 s−1 was chosen for Willapa Bay based on Thomson (2010) which found values of

κ between 0.6-1.4 ×10−6 m2 s−1 for Skagit Bay sand and 0.4-0.6 ×10−6 m2 s−1 for

Willapa Bay mud. A range of conductivity between λ = 1− 5 W m−1 K−1 were used

to tune the model and test sensitivity.

2.2.3 Heat fluxes

The net heat flux into the water column (Qw) or the sediment (Qs) is determined by

Qw = Qws +Qwl +Qwh +Qwe +Qmw (2.8)

Qs = Qss +Qsl +Qsh +Qse −Qmw (2.9)

where Qxs is the net shortwave radiation, Qxl is the net long wave radiation, Qxh is

the sensible heat flux, Qxe is the latent heat flux, and the first subscript x indicates
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whether the flux is to the sediment (s) or the water column (w). Solar shortwave

radiation is calculated according to

Qs = (1− αx)Qs0 (2.10)

where Qs0 is the incoming shortwave radiation, Qs is the net shortwave radiation, and

αx is the albedo of the appropriate substance. Despite seasonal variations in albedo

due to changing solar angle Kim et al. (2007), constant mean values of αs = 0.20 and

αw = 0.05 were used for the model (Thomson, 2010).

During exposure of the flats, all net radiation is absorbed by the sediment bed

such that Qss = Qs. During inundation, however, some of the incident solar shortwave

radiation may still reach the seabed. The fraction of radiation that reaches the bed

can be computed by the Beer-Lambert law:

T = e−Kdd (2.11)

where d is the depth, T is the transmissivity, and Kd is the extinction coefficient.

The amount of shortwave radiation that is absorbed by the water column is Qws =

(1− T )Qs and the seabed Qss = TQs. The extinction coefficient varies as a function

of wavelength, with longer wavelength radiation generally having higher extinction

coefficients Jerlov (1976). Extinction coefficients of 1-10 m−1 are common for mod-

erate turbidities from 10-100 mgL−1 within the 400 µm-700 µm photosynthetically

active radiation (PAR) range. Nearly half of the solar shortwave radiation is outside

this range, however, and within the more quickly attenuating IR range. Studies of the

Hudson River plume indicate values of Kd >100 m−1 within the plume (Cahill et al.,

2008). For this study, a bulk value will be used to estimate the qualitative impacts

of absorption coefficient.
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The long-wave heat flux, Qxl is calculated following May (1986)

Qxl =
[
εσT 4

a

(
0.4− 0.05e1/2

a

)
+ 4εσT 3

a (Tx − Ta)
]
·
(
1− 0.75C3.4

)
(2.12)

where ε is the emisivity, σ is the Stefan-Boltzmann constant (5.6705×10−8Wm−2K−4),

Ta is the air temperature, C is the fractional cloud cover from 0-1, and Tx is the water

temperature Tw or the sediment surface temperature Ts.

Calculation of sensible heat transfer, Qwh is given by Guarini et al. (1997):

Qxh = ρaCPaCh (1 + U) (Tx − Ta) (2.13)

where ρa is the density of air, CPa is the specific heat of air at standard pressure, Ch

is the bulk transfer coefficient for conduction, and U is the wind speed in m/s.

Latent heat transfer, Qxe is given following Guarini et al. (1997):

Qse = ξVs (2.14)

Qwe = Vw (2.15)

where ξ is the water content of the flat surface with Vs and Vw defined as:

Vx = ρaLVCv (1 + U) (qs − qa) (2.16)

LV = [2500.84− 2.35 (Tx − 273.15)]× 103 (2.17)

qs =
λpVsat

patm − (1− λ)pVsat
(2.18)

pVsat = exp

{
2.3

[
7.5 (Tx − 273.15)

237.3 + (Tx − 273.15)
+ 0.76

]}
(2.19)

where ρa is the density of air (1.29 kg m−3), Cv is the bulk transfer coefficient for

conduction (0.0014), U is the wind speed (m s−1) at 10 m, Lv is the latent heat of
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evaporation, qs is the specific humidity of saturated air at the (pore) water tempera-

ture, qa is the absolute air humidity, patm is the atmospheric pressure and pVsat is the

saturation vapor pressure

The heat flux through the sediment-water interface is denoted by Qmwwhere pos-

itive values indicate heat flux to the water column and negative values indicate heat

flux to the sediment. The sediment-water heat flux is estimated using a convective

heat-transfer coefficient hsw (Incropera and DeWitt, 2002)

Qmw = hsw (Ts − Tw) (2.20)

Previous studies (Kim et al., 2010; Losordo and Piedrahita, 1991) have used a

formulation of Qmw which requires the determination of an effective sediment thick-

ness, however, no guidance for the determination this parameter is presented. The

use of a heat-transfer coefficient is common in convective transfer between a fluid and

a solid (Incropera and DeWitt, 2002) and is straightforward to estimate empirically.

Calibration and discussion of the importance of hsw is presented in Chapter 3.
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ηt-ηt-∆t	



Figure 2.4 Graphical depiction of the model coordinates and continuity equation used
to calculate volume fluxes at cell i (i.e. Eq. 2.1. The brown rectangles represent
the elements of the sediment bed while the blue rectangles are the individual water
column cells. The water column at each x-location is modeled by a single cell in the
vertical while diffusion of heat is modeled vertical through the sediment bed. No
cross-flat diffusion is allowed. The volume flux F i

t through element i is balanced by
the increase in water elevation upstream ηt − ηt−∆t.
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Chapter 3

SEASONAL VARIABILITY OF SEDIMENT-WATER
HEAT EXCHANGE ON TIDAL FLATS1

3.1 Introduction

Temperature is an important driver of both hydrodynamic and ecological processes,

controlling rates of chemical reactions such as photosynthesis (Guarini et al., 1997)

and, along with salinity, is an important control on water density. The temperature of

the sediment and water column in tidal flat regions experiences rapid changes caused

by alternating periods of exposure and inundation of the flats. Due to differences in

thermal properties of water and sediments, exposed tidal flats temperatures can react

much differently from water column temperatures. This temperature difference can

drive heat exchange between the tidal flats and the water and is an important part

of the heat budget in these areas.

Solar radiation represents the most important external forcing of tidal flat tem-

peratures. Losordo and Piedrahita (1991) developed a numerical model to study the

thermal structure of aquaculture ponds. During the spring, incident solar radiation

heated the lake surface resulting in thermal stratification. There was sufficient mixing

within the lake, however, such that heat exchange between the sediment and water

column was important in determining the thermal budget. Warm water was mixed

from above and the sediment bed acted as a net sink of heat. This was reversed

1Portions of this chapter and chapter 4 submitted as: Rinehimer, J.P. and Thomson, J. Seasonal
and tidal variations of heat fluxes on tidal flats. Journal of Geophysical Research.
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during the fall when diminished solar radiation and lower air temperatures resulted

in the mixing of cold water to depth and the loss of heat from the sediment bed to

the water column.

Similar seasonal cycles are apparent on tidal flats as well as in aquaculture ponds.

Kim et al. (2010) found that, during spring, local solar heating of exposed tidal

flats in Baeksu, Korea caused temperature differences of 2 ◦C – 4 ◦C between the

sediment surface and water column temperatures. Inversely, during the winter and

limited incident solar radiation, exposed sediment temperatures were lower than water

column temperatures with the coldest seawater temperatures occurring in the shallow

regions of the embayment. These differences between sediment and water column

temperatures create thermal gradients that drive heat exchange between the seabed

and water column. Net heat transfer between the water and the sediment is thus

determined by the phasing of solar shortwave radiation and periods of exposure of

the tidal flats.

The study of Kim et al. (2010) used a similar method to that of Losordo and

Piedrahita (1991) to calculate the net heat flux between the sediment bed and the

water column. They assume an effective sediment thickness (Hsed) over which heat

exchange occurs to calculate the net sediment-water heat flux, following

Qmw = Cs
2κ

Hsed

(Tw − Ts) (3.1)

where Qmw is the sediment-water heat exchange, Tw is the water temperature, Ts

is the sediment surface temperature, Hsed is the ‘effective’ sediment thickness, and

κ and Cs are the thermal diffusivity and volumetric specific heat capacity of the

seabed. Values for Hsed are usually not given, however, nor are empirical methods of
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their determination presented. While the effective thickness seems to be reasonable for

sediments that are always inundated, it may be inappropriate for the dynamic depth

changes occurring on tidal flats. These prior studies also required the specification of

sediment temperatures at depth in order to accurately replicate their observations.

Given that the major forcing for tidal flat areas is from surface heating and offshore

advection, accurate predication of tidal flat temperatures should be possible without

knowledge of the absolute temperatures at depth.

This chapter adapts the previous work and aims to improve thermodynamic pro-

cess modeling for tidal flats. The results of in-situ measurements and modeling stud-

ies are described at two locations: Skagit Bay and Williapa Bay, Washington, USA

during summer and winter 2009. The field data is used to calibrate and force a

one-dimensional, cross-flat model of tidal flat mass and heat fluxes including heat

exchange between the tidal flat sediment and water column. Times scales of seasonal,

and fortnightly tidal variations are addressed. Estimates of net sediment-water heat

fluxes for each season are determined and the sensitivity of the fluxes to sediment and

water parameters is evaluated.

3.2 Methods

Field observations and model calculations were performed for two study sites in Skagit

Bay and Willapa Bay (Figure 2.1). Sediment and water temperature observations, as

outlined in Section 2.1, from January, March, and July of 2009 were used to determine

the seasonality of the heat exchange between the water column and the sediment

bed. The field observations were used both to calibrate the sediment-water heat

transfer coefficient hsw and to determine the effectiveness of the model in predicting

the observations.
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The 1-dimensional (cross-flat) numerical model, as described in Chapter 2 was

used to simulate heat transfer processes across the flats. The cross-flat resolution

is 50 m and the water column is represented by a single, vertically homogenous cell

at each cross-flat location. Mass and heat fluxes are assumed to be dominated by

advective processes and cross-flat diffusion is not modeled. Along flat processes are

also ignored. Model bathymetry H i is assigned according to the average slope of the

flats, about 0.79 m/km at Skagit Bay and 0.76 m/km at Willapa Bay. The offshore

boundary depth was -5 m for each site.

3.2.1 Calibration of hsw

The heat flux through the sediment-water interface is denoted by Qmwwhere positive

values indicate heat flux to the water column and negative values indicate heat flux

to the sediment. The sediment-water heat flux is estimated using a convective heat-

transfer coefficient hsw (Incropera and DeWitt, 2002)

Qmw = hsw (Ts − Tw) (3.2)

Estimations of hsw were obtained by the “heat storage” method (Harrison, 1985).

To determine the change in heat content of the sediment bed, observations of sediment

temperature with depth were integrated vertically according to:

Qmw =
∂

∂t

∫ 0

z0

CvT (z)dz + λs
∂T

∂z

∣∣∣∣
z0

(3.3)

where Cv is the volumetric heat capacity of the sediment bed, λs is the thermal

conductivity of the sediment, and z0 is the depth of integration into the bed. The

first term of the right hand side of Eq. 3.3 represents the change in storage of heat
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in the upper portion of the sediment bed while the second term represents the flux

of heat into the lower layers. z0 = 0.5 m was taken as the lowest elevation of the

sediment temperature measurements. Eq. 3.3 was discritized by a forward difference

in time and a backward difference at z = z0 to estimate heat transfer below z0. hsw

was then estimated by fitting:

Qmw =
∆Hsed

∆T
= hsw (Tsed − Tw) (3.4)

where Hsed was calculated using Eq. 3.3. Regressions were performed at each

field location using the full time series of observations (Nov. 2008 – Sept. 2009)

and by binning the data into 0.1 ◦C ∆T bins. Conditions were limited to periods of

inundation were the depth was greater than 1 m in order to eliminate the potential

interference of solar radiation reaching the bottom of the water column and providing

an extra heat source to the sediment bed.

Examples of these regressions are shown in Figure 3.1 for characteristic sites at

both Skagit Bay and Willapa Bay ). Values of hsw for both Skagit and Willapa Bays

range from 2.0 to 20 Wm−2K−1, depending on the composition of a specific location.

Correlations at both sites were quite good with r2 = 0.86 for Skagit Bay and r2 = 0.85

for Willapa Bay.

3.3 Results

Each location was modeled for 15-20 days during the winter and summer months

in order to observe the spring-neap tidal cycle. Model time periods were based on

observational time periods. The summer model time period for Skagit Bay was from

7-27 July 2009 and the winter period was from 9-29 January 2009. For Willapa

Bay, the summer modeled time period was from 18-31 July 2009 and, due to the
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Figure 3.1 Example regression for hsw for Skagit Bay (S01,S13,S15) and Willapa Bay
(W01,W02). dQ is the heat difference as calculated by Eq. 3.3. Data have been
binned into 0.1 ◦C intervals with the vertical error bars showing the standard error
in dQ for each bin.
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unavailability of winter data, the “winter” run was during 2-22 March 2009.

Figure 3.2 shows the observations and model results of water and sediment tem-

peratures for Skagit Bay during summer 2009 (9-24 July). The strong summer solar

shortwave radiation drives the sediment and water column temperatures during this

time period. A fortnightly signal is evident, which is specific to the seasonal modu-

lation of tidal phasing in the Pacific Northwest. During the spring tides (9-11 and

21-23 July), exposure of the seabed occurs during the day causing the surface of

the flats to absorb the incident solar radiation and heat up. The heat then diffuses

vertically down into the sediment. When the site becomes inundated, with cooler

water above the surface of the flats, heating stops and the sediment cools as heat is

conducted into the water column (i.e. Qmw positive). During the neap tides (13-18

July), daytime exposures are brief and hence the sediments do not warm up. Instead

the water column absorbs the solar shortwave radiation and Qmw is then directed into

the sediment. These sediment-water heat fluxes are generally 10-20% of the incoming

solar-shortwave radiation.

The tidal phasing is reversed in the winter, and cooling results, as shown in Fig-

ure 3.3. In the winter spring tides, tidal flat exposure occurs during the night when

no solar shortwave radiation is incident on the flats. This exposure leads to cool-

ing of the sediments and the subsequent inundation of warmer water over cold flats.

Sediment water heat fluxes are then directed towards the sediment bed during this

entire time period. These sediment-water heat fluxes generally exceed the incoming

solar-shortwave radiation.

For both seasons the model accurately represents the sediment temperatures. The

root-mean-square errors (RMSE) in sediment temperature are 2.72 ◦C and 3.98 ◦C
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Figure 3.2 Modeled and observed results for 9-24 July 2009 at Skagit Bay S13. (a)
Observed incoming shortwave radiation Qs0 (yellow), and modeled sediment-water
heat fluxes Qmw (red/black). Black lines indicate positive (into water) fluxes while
red lines are negative (into sediment) fluxes. (b) Modeled and (c) observed sediment
and water column temperatures. The sediment bed is represented by negative depths
and is exaggerated 4x.
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Figure 3.3 Modeled and observed results for 10-20 January 2009 at Skagit Bay S13.
(a) Observed incoming shortwave radiation Qs0 (yellow), and modeled sediment-water
heat fluxes Qmw (red/black). Black lines indicate positive (into water) fluxes while
red lines are negative (into sediment) fluxes. (b) Modeled and (c) observed sediment
temperatures. The sediment bed is represented by negative depths and is exaggerated
4x. Water column observations were unavailable for this period.
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for the summer and winter, respectively. The RMSE in water temperatures is 2.54 ◦C

for the summer; no water temperature data was available for the winter. These errors

are small relative to the 20 ◦C diurnal variations. The model is unable to reproduce

some of the higher frequency variability (e.g., during the summer neap tides 13-18

July). This is likely due to circulation and along-flat variations, including changes in

offshore temperature and river input.

Similar patterns are apparent at the Willapa Bay site for summer 2009 (July 21-

28), as shown in Figure 3.4. Strong solar shortwave radiation heats up the exposed

flats during summer low tides. The Willapa site has greater exposure during the

smaller semidiurnal tide than the Skagit site due to the larger diurnal inequality

in Puget Sound than on the coast. Minimal cooling occurs during these smaller

tides, however, and the dominate summer time signal is the heating of the tidal

flats. During the late winter (March 2-22), shown in Figure 3.5, night time cooling

dominates the sediment temperatures causing sediment-water fluxes to be directed

towards the sediment bed. Model RMSEs are 4.46 ◦C and 2.9 ◦C for the summer

and winter water temperatures and 3.56 ◦C and 0.96 ◦C for the summer and winter

sediment temperature, respectively. Despite the similar magnitude of Qs0 during July

and March, Qmw is directed into the sediment bed (from the water) for most of the

winter results, because the exposure of the flats and high daytime shortwave radiation

are out of phase.

3.3.1 Mean cross-flat temperatures and heat fluxes

Time-mean temperatures and heat fluxes were calculated along the cross-flat axis for

each of the modeled periods. At Skagit Bay (Figure 3.6) summer mean sediment and

water temperatures are in near equilibrium with temperature increasing upflat from 14
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Figure 3.4 Modeled and observed results for 21-28 July 2009 at Willapa Bay W02.
(a) Observed incoming shortwave radiation Qs0 (yellow), and modeled sediment-water
heat fluxes Qmw (red/black). Black lines indicate positive (into water) fluxes while
red lines are negative (into sediment) fluxes. (b) Modeled and (c) observed sediment
and water column temperatures. The sediment bed is represented by negative depths
and is exaggerated 4x.
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Figure 3.5 Modeled and observed results for 6-16 March 2009 at Willapa Bay W02.
(a) Observed incoming shortwave radiation Qs0 (yellow), and modeled sediment-water
heat fluxes Qmw (red/black). Black lines indicate positive (into water) fluxes while
red lines are negative (into sediment) fluxes. (b) Modeled and (c) observed sediment
and water column temperatures. The sediment bed is represented by negative depths
and is exaggerated 4x.
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◦C to 16 ◦C. Sediment temperatures from 1.5 - 4 km were greater than water column

temperatures likely as a result of the increased period of exposure of the sediments as

one moves upflat. Near the edge of the model domain at 4 km, sediment and water

temperatures are once again near equal. As mean heat flux to the water is negative in

this region, local heating cannot be responsible for the increased temperatures upflat

and instead advective heat fluxes must be responsible.

Winter mean water temperatures at Skagit show a reverse trend to the summer

temperatures with temperature decreasing from 10◦C to 7◦C from offshore to on shore.

Sediment temperatures remain about 2.5◦C below water temperatures throughout

the flats resulting in Qmw being negative across the whole tidal flat. This contrasts

with the summer case where the mean sediment-water heat flux changes sign from

negative at the offshore and onshore edges and positive in the midflat region. Also,

the magnitude of Qmw during the winter is larger at −30 W m−2 versus the summer

at ±5 W m−2.

The spatial pattern of the total heat flux to the sediment bed Qm varies between

the summer and winter as well despite being positive during both seasons. During

summer Qm increases onshore while during winter the pattern is reversed and it

decreases onshore. This is driven by the spatial pattern in the solar heat fluxes

directly to the sediment. The solar and atmospheric fluxes increase upflat during the

summer and decreased during the winter reflecting the fact that periods of exposure

increase upflat.

Patterns at Willapa (Figure 3.7) are generally similar, with temperatures increas-

ing upflat in the summer and decreasing in the winter. During the Willapa sumer

period, however, sediment temperature is greater than water temperatures at all
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Figure 3.6 (a) Cross-flat profile of time-averaged (blue) water and (brown) sediment
temperatures at Skagit Bay from (solid line) 7-27 July 2009 and (dashed line) 9-29
January 2009. (b) Cross-flat profile of time-averaged (black) total heat flux to the
water, (red) sum of shortwave, longwave, latent and sensible heat fluxes, and (brown)
sediment-water heat flux Qmw. (c) Cross-flat profiles of time-averaged heat fluxes to
the sediment. Colors the same as in (b).
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cross-flat locations and thus Qmw is directed towards the water everywhere. Also, the

upflat region of heat loss in the water column occurs much closer to mid flat at 2.5

km as opposed near the upper limit of the flats. While the patterns of increasing and

decreasing Qm as you move upflat is similar to Skagit Bay, unlike at Skagit Bay, the

sediment does not uniformly gain heat during both the summer and winter periods

with upflat net losses during the winter and gains during the summer.

3.3.2 Cumulative Heat Fluxes by Season

To determine the long-term influence of sediment-water heat fluxes on the water

column, Qmw was integrated over each of the modeled periods for the the summer

and winter cases. The cumulative heat fluxes for Skagit Bay are shown in Figure 3.8.

During the summer, the sediment acts as a minor net source of heat to the water

column, providing about 5 MJ m−2 of heat over a fortnight. During the winter,

however, the sediment bed is a net sink, absorbing about 25 MJ m−2 of heat over a

fortnight. The relationship between the phasing of the exposure of the flats and the

incident shortwave radiation is clearly seen in panels (a) and (b) of Figure 3.8.

While the net Qmw is slightly positive (from the sediment to the water) during

the summer, the fluxes are modulated by the tidal signal: positive during spring

tides and negative during neap tides. During spring tides maximum exposure and

solar radiation are in phase, while during neap tides minimum exposure and solar

radiation are in phase. Each tidal cycle, heat is transferred to or lost from the water

at high tide depending on the conditions of the previous low tide. The opposite

fortnightly signal is evident during the winter, and the net effect is a loss of heat from

the water column to the sediment surface.

The effects of the coincidence of flat exposure and daytime solar radiation are
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Figure 3.7 (a) Cross-flat profile of time-averaged (blue) water and (brown) sediment
temperatures at Willapa Bay from (solid line) 18-31 July 2009 and (dotted line) 2-
22 March 2009. (b) Cross-flat profile of time-averaged (black) total heat flux to the
water, (red) sum of shortwave, longwave, latent and sensible heat fluxes, and (brown)
sediment-water heat flux Qmw. (c) Cross-flat profiles of time-averaged heat fluxes to
the sediment. Colors the same as in (b).
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Figure 3.8 Modeled (a) Solar shortwave radiation, (b) sea-surface height, and (c)
cumulative sediment-water heat fluxes for July (red lines) and January (black lines)
2009 at Skagit Bay S13.
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Figure 3.9 Modeled (a) Solar shortwave radiation, (b) sea-surface height, and (c)
cumulative sediment-water heat fluxes for July (red lines) and March (black lines)
2009 at Willapa Bay S02.
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even more apparent at Willapa Bay, as shown in Figure 3.9. Incidence shortwave

radiation during March is 70% of the July values, because it is late in the winter, but

the seasonal difference is still evident. The net cumulative heat flux during the July

fortnight is only about +2 MJ m−2, while net cumulative heat flux during the March

fortnight is about -25 MJ m−2.

3.3.3 Influence of solar-tidal phasing on sediment-water heat transfer

Phasing between flat exposure times and daily solar radiation was determined by

calculating ∆TMLLW as

∆TMLLW = TMLLW − Tsolar noon (3.5)

where TMLLW is the time of Mean-Lower-Low Water (MLLW) and Tsolar noon is the

time of local solar noon. Negative values of ∆TMLLW indicate solar noon occurring

before MLLW while if MLLW follows local solar noon, ∆TMLLW is positive. The daily

mean total sediment-water heat fluxes qmw were determined by

qmw =
1

Lx

∫ Lx

0

∫
daily

Qmw(t, x)dtdx (3.6)

where the time integral is taken over each day. qmw represents the mean of the

total sediment-water heat transfer over all the cross-flat locations. Daily values of

∆TMLLW and qmw are shown in Figure 3.10 for each site and season. As the difference

in time between MLLW and solar noon increases, sediment-water heat transfer falls

and becomes directed from the water column to the sediment. The highest total

sediment-water heat transfers occur when ∆TMLLW is about 1to 2 hours following

local solar noon. This lag is likely explained by local meteorological conditions. While

the potential shortwave radiation is at a maximum at local solar noon, daily air
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Figure 3.10 Modeled mean daily total sediment-water heat transfer qmw vs. the time
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and Willapa Bay sites are squares. Summer is in black and winter in gray. The
errorbars are the standard deviation over all the modeled x-locations while the curves
are least-squares fit lines using a 2nd order polynomial.
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temperatures, which control loss of heat from the sediment surface through longwave,

latent, and sensible fluxes, do not peak until later in the day. Additionally the lag

is more apparent during the summer months when a shallow marine layer generates

morning cloudiness which generally gives way to clear skies by the afternoon. This

diurnal cloudiness variation would strongly inhibit morning solar shortwave radiation

and the subsequent increase in heat uptake by the exposed flats. In either case,

MLLW occurrence during the morning would be less effective at storing heat than

afternoon exposure.

The seasonality of the phasing is also apparent in Figure 3.10 as in the sum-

mer ∆TMLLW is concentrated from -5 to 2 hrs while winter ∆TMLLW ranges between

±12 hrs. Interestingly, the range of qmw seems independent of season with values

between ±3 MJ during both seasons at each site. Willapa Bay during the summer is

an exception with a negative qmw occurring only once, however this may just be due

to the lack of data as ∆TMLLW during WIllapa summer does not fall outside of -7 to

2 hrs where negative qmw would be expected.

3.4 Discussion

The model results indicate that sediment and water column temperatures can be

accurately predicted using a sediment-water heat flux coefficient and without the

need of sediment temperatures at significant depths. The sensitivity of the results to

λs, hsw, and Tsea was tested by varying these parameters and calculating RMSE for

the predicted sediment and water temperatures. Tables 3.1 and 3.2 lists the RMSE

deviations for these temperatures at Skagit Bay and Willapa bay respectively. RMSE

values vary slightly over the observed range of empirically determined (via regression)

hsw. As hsw determines the rate at which the sediment and water exchange heat, it is
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Table 3.1 RMSE error estimates for the Skagit Bay site. Bold numbers indicate values
used for the “best” model runs.

λs (W m−1 K−1) hsw (W m−2 K−1) Tsea(◦C)

1 5 8 10 5 10 15 20 6 8 10 12 14

Water July 2.85 2.64 2.54 8.04 2.77 2.63 2.54 2.48 - 4.06 3.09 6.69 2.54

Sediment July 6.06 3.57 2.72 2.87 2.73 2.73 2.72 2.71 - 1.83 2.06 2.28 2.72

Sediment January 5.53 4.21 3.98 3.88 4.69 4.37 4.14 3.98 5.04 4.68 4.32 3.98 -

Table 3.2 RMSE error estimates for the Willapa Bay site. Bold numbers indicate
values used for the “best” model runs.

λs (W m−1 K−1) hsw (W m−2 K−1) Tsea(◦C)

1.5 3 5 7 5 10 15 20 4 6 8 10 12.5 15

Water
July 4.49 4.47 4.46 4.46 4.46 4.41 4.37 4.35 - - - 8.05 6.12 4.46

March 2.98 2.93 2.91 2.90 2.90 2.87 2.84 2.82 3.89 3.01 2.90 3.63 - -

Sediment
July 5.11 4.14 3.73 3.56 3.56 3.60 3.65 3.71 - - - 3.76 3.64 3.56

March 2.38 1.62 1.17 0.96 0.96 0.93 0.91 0.90 1.21 1.04 0.96 0.99 - -

likely that this parameter is most important in determining temperatures immediately

after inundation and becomes less important as the water and sediment temperatures

equilibrate. There seems to be little significant difference between the choice of hsw

at either site.

It is also important to consider the role of advection of heat by tidal currents on

the flats. As shown in Figures 3.6 and 3.7, the cross-flat pattern of total heat flux to

the water column is inverse to the spatial pattern water temperatures. In the summer,

temperatures increase upflat while fluxes decrease and vice-versa in the winter. In

the absence of advection, temperatures at any given cross-flat location would depend

only on local heat fluxes. Considering the initial conditions of the model are spatially
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constant and the pattern of local heat fluxes and local temperatures are reversed,

advection must be important in redistributing the local heat fluxes.

Advective processes also play a role in the importance of the offshore bound-

ary condition. The role of the offshore temperature Tsea is evident by the greatest

variability in RMSE under changes of Tsea. For the short time periods modeled in

this study, constant Tsea values were sufficient, but long term measurements would

be required to accurately model annual changes or climate scenarios. The offshore

boundary condition also controls the rate of heat energy advection by currents over

the flats.

3.5 Conclusion

A simple model of cross-shore tidal flat heat transport captures the basic patterns of

temperature variations in both the water column and sediment bed for muddy and

sandy sites during winter and summer months. Sediment-water heat fluxes are an

important component of the heat budget, representing up to 20% of the incoming

solar radiation and being larger than latent and sensible heat fluxes. The phasing of

tidal flat exposure and daylight is important in controlling the sediment-water heat

exchange. During the summer months, net heat flux is from the sediment bed to the

water column as the longest periods of exposure occur during the daytime and result

in the uptake of heat by the tidal flats. The heat stored in the flats is then released to

the water column during inundation. Under winter conditions, the phasing is reversed

with maximum flat exposure occurring during the night time, causing a loss of heat

to the atmosphere and a net transfer of heat from the water column to the sediment.
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Chapter 4

HEAT EXCHANGE AT THE THIN FLOODING FRONT

4.1 Introduction

Tidal currents are the most important energy source on tidal flats driving turbulent

mixing (Ralston and Stacey, 2005), shaping flat morphology (Friedrichs, 2012), and

transporting salt, heat and sediments. As explored in Chapter 3, advection of heat

energy due to tidal currents is an important process in the spatial variation of the heat

budget of tidal flats. As the tide rises a thin flooding front advects over the tidal flats

wetting previously exposed sediments and providing a mechanism to transmit heat

between the flat surface and the flowing water. This chapter and the next (Chapter 5)

will evaluate the thermodynamic processes that occur during the flood and ebb tides

to determine the importance of advection in determining water temperatures on tidal

flats.

Onken et al. (2007) studied the advective heat flux off of tidal flats to the waters

of the Hörnum Basin, German Wadden Sea. They observed water temperature and

velocities at two locations within the main downstream drainage channel and inferred

the net sediment-water heat fluxes by calculating a heat budget for regions upstream.

During the spring and summer, the flats were a net sink of heat energy while during

the fall they were a net source to the bay waters. Tidal currents provided the medium

to transport the heat energy from the flats back into the embayment.

Using the three dimensional numerical model FVCOM, Kim and Cho (2011) stud-
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ied the heat budget of a tidal flat in coastal Korea. The authors calculated the net

transport of heat from the intertidal zone to offshore waters over a one year period.

While seasonal mean sediment-water heat fluxes were small (± 5 W m−2) compared

to the air-water heat fluxes (± 100 W m−2), net mean heat fluxes were small (±

5 W m−2) due to the near balance between the air-water heat fluxes and advective

fluxes (± 100 W m−2) implying that an accurate understanding of all parts of the

heat budget are necessary to determine net effects. Heat transfer occurring during

the flooding and ebbing tides is the link between offshore water and sediment-water

heat exchange on the flats.

Airborne IR (Figure 4.1) observations at Skagit Bay taken during our study period

show pronounced heating at the leading edge of the flooding front. Instantaneous pho-

tographs from individual flight paths were complied over roughly 1 hour to generate

a near-synoptic image of the flood tide. During these observations, tidal elevations

in Skagit Bay are rising and cooler Skagit Bay water is inundating the tidal flats.

Onshore, exposed tidal flats appear light and therefore warmer due to solar heating

during exposure. Incised channels on the flats can also be seen where cold water from

the Skagit River is emptying into Skagit Bay.

At the leading edge of the flood front, there is a bright (warm) region that consists

of water with temperatures elevated far above the tidal flat sediment temperatures.

Because the water temperatures are significantly higher than the sediment tempera-

tures in this region, sediment-water heat exchange would be occurring in the opposite

direction to that necessary to heat the edge of the flooding front. Therefore some

combination of local and advective process is required to create and maintain this

signal over the flood tide.
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Figure 4.1 Mosaic of aerial IR imagery. Brighter regions are areas of higher thermal
emission and generally correlate to higher temperatures. The exposed flats are bright
and to the top and right of the figure while Skagit bay water is dark and to the left
and bottom of the figure. The edge of the heated front is notated.
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As local heating is driven by the sun, a potential source for heating of the front

leading edge is due to increased absorption of solar shortwave radiation in the water

column. As the front is only centimeters deep, much of the solar radiation would

pass through the thin layer of water and encounter the sediment bed. Therefore, in

order to heat the water column more than the sediment would require high extinction

coefficients Kd such that most of the solar radiation is absorbed in the water column.

In this chapter the source of heating during the flood tide is investigated. The

role of the extinction coefficient (i.e., higher solar absorption by the water column)

is tested by alternate model runs varying the value of Kd. Observations of periods

immediately following inundation are presented and modeled to determine the heat

fluxes involved. A Lagrangian approach is then considered to estimate the fluxes into

a water parcel on the edge of the front.

4.2 Methods

As covered in Chapter 2, during tidal flat inundation the fraction of solar shortwave

radiation that reaches the seabed is computed from the Beer-Lambert law:

T = e−Kdd (4.1)

where d is the depth, T is the transmissivity, and Kd is the extinction coefficient.

The amount of shortwave radiation that is absorbed by the water column is Qws =

(1 − T )Qs and the seabed Qss = TQs. For this study, two bulk values of Kd = 1

m−1 and Kd = 1000 m−1were tested. While extinction coefficients vary as a function

of wavelength, with longer wavelength radiation generally having higher extinction

coefficients (Jerlov, 1976), a bulk value provides an average over all wavelengths and

is more compatible with the available observational data. Most studies of light extinc-
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tion are focused on its effects on photosynthetic activity and only measure radiation

in the photosynthetically active (PAR) range of 400 µm-700 µm. Values for Kd of 1-10

m−1 are common for moderate turbidities from 10-100 mgL−1. Nearly half of solar

shortwave radiation is outside this range and within the more quickly attenuating IR

range. Studies of the Hudson River plume indicate values of Kd >100 m−1 within

the plume for the full range of solar shortwave radiation (Cahill et al., 2008). Our

choice of extinction coefficients was meant to provide end-member results of near-

total absorption and transmittance by the water column and provide a qualitative

examination of the processes involved.

Field observations (discussed in Chapters 2 and 3) from both the summer and

winter at Willapa and Skagit Bays were used in this chapter. The model setup was

the same but model calculations were performed for two different cases of Kd values

in order to test the differences in absorption of solar energy between these conditions.

4.3 Results

4.3.1 Observations and modeling of the leading edge of the flood front

Figure 4.2 shows the spatial distribution of modeled sediment and water column

temperatures in Skagit Bay during the summer period. The highest water column

temperatures are seen at the leading edge of the flooding front and at the trailing

edge of the ebb tide. These are the periods that the water column is the shallowest,

indicating that local heating processes are likely responsible. As the heat fluxes along

the cross section at any one moment in time are generally similar due to synoptic-

scale forcing, temperature differences would be driven by the differences in volume

at each location. Patterns of sediment temperatures are generally based periods of
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inundation and exposure. When nightly exposures occur, the flats cool, while they

heat up when exposed during the daytime.

Winter patterns (Figure 4.3), on the other hand, show cooling at the leading

edge of the flat. Changes in sediment temperature during exposure are also not as

extreme. This is likely due to the sediment temperature reaching a relative equilibrium

with the water column. Winter sediment temperatures range from 2-6◦C with water

temperatures in a similar range.

Cross-shore patterns at Willapa Bay (Figures 4.4 & 4.5) are similar to Skagit Bay.

The leading edge of the flood and ebb fronts exhibit the largest temperature gradients

in the water column. Behind the leading edges, water temperatures become nearly

uniform approaching the offshore temperatures Tsea. During the summer, the leading

edge exhibits local heating while during the winter the leading edge is cooled down

compared to the bulk of the flooding water behind it.

During the summer period at Skagit Bay, water column temperatures immediately

after inundation are ∼ 5◦C warmer than the sediment bed surface temperatures. This

can be seen more clearly by phase-averaging the results at each of the sand anchor

locations by the time after inundation. Figure 4.6 presents the phase-averaged obser-

vations and model results for both extinction coefficient during the summer at each

site. The modeled large extinction coefficients more closely match the observational

results in both cases.

At Skagit Bay, the phase-averaged temperatures show the initially high water

temperatures immediately after inundation followed by the cooling later in time. By

1 hour after inundation water temperatures become lower than the sediment tem-

peratures. The sign of the difference between the water and sediment temperatures
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Figure 4.2 Model Skagit Summer (a) water and (b) sediment temperatures varying
in time and cross-shore distance with Kd = 1000 m−1. White areas in the water
temperatures indicate the cell is dry.
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Figure 4.3 Model Skagit Winter (a) water and (b) sediment temperatures varying
in time and cross-shore distance with Kd = 1000 m−1. White areas in the water
temperatures indicate the cell is dry.
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Figure 4.4 .

Model Willapa summer (a) water and (b) sediment temperatures varying in time and

cross-shore distance with Kd = 1000 m−1. White areas in the water temperatures

indicate the cell is dry.
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Figure 4.5 Model Willapa winter (a) water and (b) sediment temperatures varying
in time and cross-shore distance with Kd = 1000 m−1. White areas in the water
temperatures indicate the cell is dry.
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Figure 4.6 Tidally phase-averaged water (blue) and sediment (brown) surface temper-
atures for (a) 13-18 July 2009 at Skagit Bay and (b) 21-28 July 2009 at Willapa Bay.
The x-axis increases from 0 at the time of inundation to 3 hrs after inundation. Solid
lines are the observed temperatures, dashed lines indicate an extinction coefficient of
Kd =1000 m−1, and dotted lines Kd = 1000 m−1.
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indicates the direction of sediment water heat flux. This pattern indicates that ini-

tially, water flooding over the flat is transferring heat into the sediment bed, but as

time goes on the direction of transfer reverses with the sediments acting as a heat

source. Under the low Kd conditions, however, this pattern does not occur. Water

temperatures do not get much higher than the offshore temperature and then show

only a slow increase in the hours following inundation. Sediment temperatures during

the low Kd case are much higher than the observed values and stay high despite the

inundation.

At Willapa Bay, observed sediment and water column temperatures track more

closely together. Water temperature at inundation is only about 0.5◦C greater than

the sediment temperature and remains so throughout the following 3 hours. Initially

both are high and decrease as time advances. Both the high Kd and the low Kd models

are unable to capture this feature. Overall, however, modeled temperatures for the

high Kd model are closer to the observed values with model-observation differences of

about 1◦C by 1 hour after inundation. For the low Kd model, the water and sediment

temperature difference is much greater than observed and continues throughout the

whole period.

4.3.2 Lagrangian heating at the front edge

Lagrangian averaging of the model results at the front edge allows us to determine

the source of heating at the flooding front. The distance from the leading edge of the

front was determined and then the model results were averaged over each of these

distances. This process was performed for both sets of Kd values. This allows us

to follow heating of the average water parcel with time as it moves across the flat

surface.
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Figure 4.7 Langrangian average of Skagit summer temperatures and heat fluxes. (a)
(blue) Water and (brown) sediment temperatures. (b) Total heat flux to (blue) water
column and (brown) sediment. (black) Sediment-water heat flux. Solid lines indicate
Kd =1000 m−1 while dashed lines indicate Kd = 1 m−1

Figure 4.7 shows the Lagrangian average of the water and sediment temperatures

and associated heat fluxes at Skagit Bay during the summer period for each Kd value.

At the leading front edge water column temperatures are on average 3◦C warmer than

the sediment temperatures. About 1 km behind the front edge, water temperatures

become cooler than the sediment temperatures. Strong water column heating at the

front edge is the source for this increased temperature. As the distance from the front

increases the water and sediment temperatures return to the offshore average values.
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For the decreased Kd case, sediment temperatures are 2 ◦C warmer than for the

high Kd case. Water column temperatures cool as nearer the front edge. The high and

low Kd cases converge about 2 km behind the front edge for the water temperatures

where they approach the offshore value.

During the winter Figure 4.8, the difference between the two Kd cases is much less

pronounced. As incident solar shortwave radiation is much lower during this period,

water temperatures are less than 1◦C different between the two cases. Sediment tem-

peratures are nearly the same. Also, both cases show increased cooling at the leading

edge of the front cause water temperatures to be less than sediment temperatures in

both cases.

Lagrangian water temperatures at Willapa Bay during the summer (Figure 4.9)

are similar to those at Skagit Bay, but Willapa Bay sediment temperatures remain

higher than the water temperatures even in the high Kd model. As you move back

from the edge of the front, water temperatures increase in the lowKd case and decrease

in the high Kd case. The mechanism behind this is revealed in the plots of averaged

solar shortwave radiation with very little shortwave radiation absorbed at the front

edge during the low extinction coefficient run. Because there’s little input of energy

at the front edge, the leading edge cools as the sediment-water heat exchange is not

great enough to balance loss of heat due to longwave, sensible, and latent fluxes. As

expected, sediment-water heat fluxes are also greater during the low Kd model due to

the large differences in sediment and water temperature, but they’re not large enough

to offset the losses from other sources and temperatures drop.

Winter results at Willapa (Figure 4.10) have a similar pattern to Skagit with

temperatures decreasing towards the front edge, however sediment and water column
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Figure 4.8 Langrangian average of Skagit winter temperatures and heat fluxes. (a)
(blue) Water and (brown) sediment temperatures. (b) Total heat flux to (blue) water
column and (brown) sediment. (black) Sediment-water heat flux. Solid lines indicate
Kd =1000 m−1 while dashed lines indicate Kd = 1 m−1
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Figure 4.9 Langrangian average of Willapa summer temperatures and heat fluxes. (a)
(blue) Water and (brown) sediment temperatures. (b) Total heat flux to (blue) water
column and (brown) sediment. (black) Sediment-water heat flux. Solid lines indicate
Kd =1000 m−1 while dashed lines indicate Kd = 1 m−1
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Figure 4.10 Langrangian average of Willapa winter temperatures and heat fluxes. (a)
(blue) Water and (brown) sediment temperatures. (b) Total heat flux to (blue) water
column and (brown) sediment. (black) Sediment-water heat flux. Solid lines indicate
Kd =1000 m−1 while dashed lines indicate Kd = 1 m−1

temperature difference is lower, only about 1◦C over most the distance. Sediment

water temperature differences increase around 1 km behind the flat and reach a max-

imum of about 2◦C at the front edge. Because the “winter” model at Willapa occurs

during March, solar forcing is stronger than during the winter Skagit run in January.

This likely explains the relatively constant temperatures between -3 and -1 km from

the front.
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4.4 Discussion

Interstingly, the results of the low extinction coefficient models during the summer

share the same patterns as the winter runs with either high or low extinction coeffi-

cients. This likely follows from the limited solar radiation during the winter periods.

As the low Kd models would limit shortwave radiation being taken up by the water

column, it should mimic periods, like the winter, where shortwave radiation is at it’s

minimum. During the Willapa “winter” model this effect is diminished due to the

relatively high solar radiation in March versus the Skagit winter period of January.

Despite the large sediment-water temperature differences, hsw is too small to rapidly

equilibrate the sediment and water temperatures causing both winter and low Kd

summer water temperatures to drop at the front edge.

While high KD were necessary to accurately determine the post-inundation water

and sediment temperatures the use of a constant attenuation coefficient in both space

and time was necessitated by available observations. Phase-averaged water temper-

atures at Skagit Bay show a distinct double peak at the initial inundation and 30

minutes afterwards which the model is unable to replicate. It is likely that along flat

convergence during the flood tide or the effects of river outflow, processes not included

in the model, create a double peak in turbidity that causes enhanced absorption of

shortwave radiation. Aerial photography (Figure 4.11) taken in the same region of

the flat, but at a different time, clearly shows the interaction of two fronts and a

double peak in turbidity near the site. Spatial and temporal variability of Kd, i.e. by

assigning a turbidity dependent value would be required to capture this signal.

It is also important to note that the Kd values necessary to replicate the en-

hanced water temperatures at the edge of the front are an order of magnitude above
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Figure 4.11 Oblique aerial photograph of North Skagit Bay showing turbid water near
the flooding front. Two bands of turbidity associated with the edge of the front are
indicated.
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the greatest values (100 m−1) reported for just the infrared portion of the incom-

ing radiation. Most observations of light extinction coefficient occur in water depths

O(1-10m) where back-radiation of shortwave energy is less than 1% of the incoming

radiation (Stefan et al., 1983). Considering the extremely shallow, centimeter scale

flows that occur at the edge of the flooding front, it’s likely that back-radiation and

reabsorption of shortwave radiation occurs causing the simple one-directional model

of Eq. 4.1 to under predict the fraction of shortwave radiation absorbed by the water

column and hence require larger extinction coefficients.

4.5 Conclusions

This chapter examined the heat fluxes at the leading edge of the flooding front and the

role of the extinction coefficient Kd in controlling the uptake of shortwave radiation.

Two different end-member cases of extinction coefficient values were used, Kd= 1

m−1 and Kd=1000 m−1. Model results using the high extinction coefficient more

closely matched the observed values, suggesting that strong solar absorption due to

turbid flooding waters could be an important mechanism to maintain high water

temperatures at the edge of the front.

Water temperatures during the summer low Kd cases more closely resemble winter

water temperatures with the leading edge of the front cooling compared to a few km

behind the front. Without significant solar forcing of the front edge, longwave, latent,

and sensible fluxes are strong enough to cool the thin layer of water.
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Chapter 5

HEAT AND MASS TRANSPORT DURING EBB
DRAINAGE AND RUNOFF 1

5.1 Introduction

Fine-grained intertidal flats provide habitat for many aquatic species and economic

value for fisheries, but their complex environment makes field observations of water

and sediment dynamics difficult. Variations in water depth during the tide trans-

form the hydrodynamic environment between a shallow embayment at high tide and

a drainage basin at low tide (Le Hir et al., 2000). Within this complex spatial ar-

rangement and varying scales of motion, incised channels convey water and sediment

throughout the system (Ralston and Stacey, 2007). It is well known that channels

play an important role in the later stages of receding ebb tidal flow (Wood et al.,

1998; Nowacki and Ogston, 2012) conveying water on the flats downstream. Water

continues to flow out through these channels long after the ebb tide has passed (i.e.,

after the tide water is below a given location on the flats) (Whitehouse et al., 2000).

Although this ‘post-ebb discharge’ is common, there has been limited quantitative

description or dynamic understanding of these flows.

Recent work suggests that post-ebb discharge in channels results from the runoff

of remnant water on the surface of the tidal flat (Mariotti and Fagherazzi, 2011;

1This chapter published as: Rinehimer, J.P., Thomson, J. and Chickadel, C.C.
(2013). Thermal observations of drainage from a mud flat. Continental Shelf Research,
http://dx.doi.org/10.1017/j.csr.2012.11.001.
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Whitehouse et al., 2000; Allen, 1985) and that runoff patterns control the distribution

of many aquatic species (Gutiérrez and Iribarne, 2004). Other studies suggest the

post-ebb drainage results from porewater discharge from with the flats, although it is

a much slower process (Anderson and Howell, 1984). From either source, these studies

agree that post-ebb drainage can be an important mechanism for the transport of

water, sediment, and heat.

The drainage of remnant surface water via nearly parallel, ridge-separated channels

located on the flat surface called runnels may be particularly important for off-flat

transport (Fagherazzi and Mariotti, 2012; Gouleau et al., 2000). Thus, a mass budget

for a tidal flat system is incomplete without quantification of post-ebb drainage. For

example, in a study of a nearby channel in Willapa Bay, Nowacki and Ogston (2012)

find that an equilibrium sediment budget requires additional export that is missing

from their analysis of purely tidal flows. Although post-ebb channel discharge appears

small by qualitative (visual) observation, recent work by Fagherazzi and Mariotti

(2012) has shown that shear stresses due to this process are higher than the critical

stress for erosion and that suspended sediment concentrations are greater than during

tidal flows. Kleinhans et al. (2009) found post-ebb surface velocities of 0.1-0.2 ms-1

and showed that the post-ebb flow controlled channel meandering, as well as bank

and backward step erosion in the incised channels.

Estimation of channel discharge requires knowledge of depth and cross-sectionally

averaged velocities at all stages of the drainage. One reason that post-ebb drainage

has not been well described is the difficulty in measuring very shallow (depth less than

10 cm) flows. Here, we utilize a novel technique to measure shallow flows remotely

with infrared (IR) images. The IR method is combined with conventional acoustic
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Doppler measurements during periods of greater depth, and there is good agreement

between the two approaches during these periods. The integration of these data sets

provides a continuous time series of the channel discharge velocities. Furthermore,

the IR imagery measures the horizontal (cross-channel) variations in surface velocity

allowing greater detail on the flow structure to be observed in addition to the vertical

velocity profiles from the in situ measurements. Parametric fits for these profiles

are then used to make continuous estimates of the volume flux discharged from the

channel.

In addition to describing the structure and magnitude of the channel drainage,

we compare the temperature of the drainage water to a model prediction for the

temperature of remnant surface water (i.e., the hypothetical source of the post-ebb

drainage). The model formulation follows Kim et al. (2010), in which the terms of

surface heat fluxes are prescribed and the heat exchange between water and sediment

is modeled explicitly. The model predicts remnant surface water temperatures that

match the observed drainage temperatures and thus support the hypothesis of surface

runoff. The corresponding total transport of heat is placed in context with previous

observations of low tide heat budgets in muddy tidal flats.

5.2 Methods

5.2.1 Site description

Willapa Bay, Washington (Figure 5.1) is located on the Pacific coast of the United

States, north of the Columbia River mouth. The Long Beach peninsula separates

the estuary from the ocean with an 8-km-wide inlet at the northern end of the bay.

The tide is mixed semidiurnal with a mean daily range of 2.7 m, varying between 1.8
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m (neap) and 3.7 m (spring). The intertidal zone occupies nearly half of the bay’s

surface area (Andrews, 1965) and almost half of the bay’s volume is flushed out of

the bay each tide (Banas et al., 2004). Extensive tidal flats occupy much of the bay’s

intertidal region. Silt and clay sediment predominates in the southern bay and lower

energy environments, while fine sand flats are found in higher energy areas, such as

along the major channels and locations exposed to waves (Peterson et al., 1984).

The study site is located at the mouth of “D Channel” (46◦ 23′ 26.12′′ N, 123◦

57′ 43.26′′ W) in the southern portion of the bay near the Bear River Channel. The

Bear River Channel is the tidal extension of the Bear River which drains into the

bay approximately 2 km south of D Channel. D Channel is a branching, dead end

channel (Ashley and Zeff, 1988) that drains 0.3 km2 of tidal flats into the Bear River

channel. At our study site, the channel is incised into the flat about 0.7 - 1 m deep

and 1 - 2 m wide.

The focus of study is a single spring tide on 31 March 2010. Lower-low water

occurred at 10:00 (all times referenced in this paper are local, Pacific Daylight Time)

while the period where the regional water level was below the mouth of D channel and

all the surrounding flats exposed, (see Figure 5.1), lasted approximately 1.5 hours,

from 09:15 to 10:45. During this period water was observed to continually drain out

from D channel. We define this as the ‘post-ebb discharge’, because the ebb tide

effectively finished (i.e., passed the site) at 09:15 and the flood tide did not inundate

D channel until 10:45 . This period is distinct from the ebb-tide pulse which occurred

earlier (approximately 08:00) when the tidal elevation was near the flat elevation.



www.manaraa.com

71

Figure 5.1 (a) Willapa Bay bathymetry. The black box indicates the region of sub
panel (b) bathymetry of D Channel from LiDAR survey and the calculated drainage
area. The black box indicates the D Channel mouth shown in (c) Close-up of D
Channel mouth with locations of field instruments. The circle indicates the location
of the Aquadopp ADCP, the line is where the IRCM timeslices were taken (See Section
5.2), and the trapezoid is the infrared camera field of view from the imaging tower at
the local origin [0,0]. Bathymetry for (a) is indicated by the inset color bar whereas
the right color bar shows the scale for (b) and (c).
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5.2.2 In-situ measurements: velocity, temperature, and meteorology

A bed-mounted uplooking 2 MHz Nortek Aquadopp Acoustic Doppler Current Pro-

filer (ADCP) located at the mouth of D-Channel recorded velocity profiles at 1 Hz

with a vertical resolution of 3 cm and a 10 cm blanking distance. The Aquadopp

was used in HR (high resolution) pulse coherent mode to obtain fine-scale vertical

resolution, with a vertical profiling distance of 1 m. Aquadopp measurements with a

pulse correlation below 40 (out of 100) are excluded from analysis, as are the two bins

nearest the surface water level (as determined from the Aquadopp pressure gauge).

The Aquadopp also measured water temperature in the channel.

Meteorological data were collected from an Onset HOBO met station mounted to

a piling at the mouth of D channel, as well as from a Washington State University

AgWeatherNet station approximately 5.5 km southwest of D channel (on land). Me-

teorological data include rainfall, which is known to enhance runoff from tidal flats

(Uncles and Stephens, 2011). For the period surrounding the low tide of 31 March

2010, there was trace rainfall (less than 0.25 mm) during two 15 minute periods for a

maximum possible rainfall of 0.5 mm.

Time series of sediment temperature profiles were collected with ONSET HOBO

Temp Pro v2 temperature data loggers mounted on sand anchors and buried both

within D channel at the Aquadopp location and on the flanking flats (Figure 5.1).

In addition, a HOBO U20 water level and temperature logger was positioned on

the sand anchors at the flat’s surface (0 cm) to obtain temperature and pressure

measurements. The temperature was sampled every 5 minutes, which is more than

twice the response time of the instruments. A string of temperature loggers was also

attached to a piling at the mouth of D Channel to measure conditions in the Bear
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River Channel. Pressure loggers at the top and bottom of the logger string were used

to correct the pressure measurements from the Aquadopp and HOBO pressure loggers

for atmospheric pressure to obtain accurate measurements of flow depth.

5.2.3 Remote sensing measurements: infrared images and LiDAR scans

An infrared (IR) imaging system was deployed on a 10 m tower attached to the D

Channel piling. IR data were collected at 7.5 Hz with a 320 x 240 pixel 16 bit 8-12

µm thermal camera (FLIR A40) with a 39◦ horizontal field of view lens oriented along

the channel axis. A 66◦ incidence angle provided an imaged area of approximately

100 m by 40 m and a horizontal resolution of O(1 cm) in the near-field degrading to

O(2 m) in the far-field. The gradient in resolution is a result of perspective (Holland

et al., 1997).

To calculate the surface velocities when the local water depth was below the

Aquadopp 0.1 m blanking distance, a Fourier transform based method was used to

convert the infrared signal into a time-series of surface velocities. This Optical Cur-

rent Meter method has been successfully used to compute nearshore surface currents

(Chickadel, 2003) and breaking wave speeds (Thomson and Jessup, 2009). This study

extends the method to computing surface velocities in the shallow channel using the

infrared video and is renamed the Infrared Current Meter (IRCM). Traditionally, IR

techniques rely on the cool-skin effect to provide flow signatures. Because this study

was performed during daytime with significant solar heating, the cool-skin effect was

not observed. Instead, surface bubbles advecting with the flow formed the major sig-

nal during the deployment. The thin film of the bubble cools faster than the surface

water creating a strong signal against the warm channel outflow. The IRCM tech-

nique follows the Optical Current Meter (OCM) of Chickadel (2003) and therefore
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only a brief overview will be given below.

The infrared data were georectified to a local coordinate system (Holland et al.,

1997) to obtain a two-dimensional time series of pixel intensity with a resolution of 3.8

cm. After georectification, a 4 m slice (pixel array) of the imagery along the channel

axis and just upstream of the Aquadopp was taken and converted into time stacks

I(t, x) (Figure 5.2). Time stacks show the evolution of the video along a single line of

pixels in time. In practice, multiple lines are used to determine the surface currents at

different positions across the channel. The pixel intensities were transformed into the

frequency-wavenumber domain Î(f, k) using a two dimensional Fourier transform,

Î(f, k) =

∫ ∫
B(t, x)I(t, x)e−i2πfte−i2πkxdtdx (5.1)

where f is the frequency (Hz) , k is the wavenumber (m-1), and B(t, x) is a two

dimensional Bartlet filter (Press et al., 2007) to reduce spectral leakage. The spectral

power, S(f, k) = Î(f, k)Î∗(f, k), where the star (∗) indicates the complex conjugate,

was then computed and the spectrum was converted to velocity-wavenumber space

using the mapping v = fk−1. The transformation is

var{S(f, k)} =

∫ ∫
S(f, k)dfdk =

∫ ∫
S(v, k)|k|dvdk (5.2)

where |k| is the Jacobian determinant and S(v, k) is the velocity-wavenumber spec-

trum. Following this transformation preserves the variance of the signal. The fre-

quency and wavenumber are constrained during this integration so that the velocities

lie between ±2 m s-1.

Following the transformation to velocity-wavenumber spectrum S(v, k), the veloc-

ity spectrum S(v) is then obtained by

S(v) =

∫ knyq

kmin

S(v, k)dk (5.3)
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Figure 5.2 (a) Example (unrectified) IR imagery of D Channel from the tower at
10:30. Warmer regions are brighter. D channel curves from the left edge of the image
to the right and drains into the cold (black) Bear River Channel at the bottom of
the image. Dark spots within the channel are bubbles on the water surface while the
dark spots on flats are footprints from the instrument deployment the previous day.
The dark object in the center is a buoy on the flat surface used for rectification and
the blue dot is the location of the Aquadoppp. The red dashed line represents the
pixel array used to generate the (b) timestack (time-series of pixel intensities) from
the same time. The black streaks moving through the time stack are bubbles on the
water surface.
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where knyq = 1/2 dy = 13 m-1 is the Nyquist wavenumber and kmin = 0.33 m-1 was

chosen to minimize bias from low wavenumber noise. The S(v) spectrum was then

fit to a model assuming a Gaussian velocity distribution combined with white noise

to obtain an estimate of velocity for that spectrum and a 95% confidence interval

for the velocitiy was determined from a nonlinear least squares fit (See Chickadel,

2003, for details). The video data were binned into 256 sample timestacks with 50%

overlap and the above procedure run on each segment of video providing a timeseries

of velocities with a period of 17.1 s from the initial 7.5 Hz video.

Additionally, a Riegl LMS-2210ii, (905 nm) LiDAR was used to measure the ele-

vation of the tidal flats. A scan was performed at low tide and gridded to a resolution

of 10 cm. These data provided accurate measurements of the channel cross-sectional

area to perform volume flux calculations (see Section 5.3). A larger-scale LiDAR

dataset, obtained from USGS was used to estimate the size of the drainage basin

captured by the ‘D’ channel during low tide exposure.

The channel bathymetry was constructed from the LiDAR scan taken at maximum

low tide. As the 905 nm LiDAR cannot penetrate the water surface, some additional

interpolation was required to reconstruct the full channel bathymetry. The portion

of the channel occupied with water was identified and the center of the channel was

assigned the measured water depth at the sand anchor that was co-located with

the Aquadopp. The bathymetry of the inundated portion of the channel was then

interpolated as a cubic spline fit to the exposed channel area.
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5.3 Results

5.3.1 Channel currents and temperature

Along channel velocities from the co-located Aquadopp and IRCM measurements are

shown in panels (a) and (b) of Figure 5.3, along with tidal elevation. During the ebb,

maximum observed velocities occur as the water level approaches the flat elevation of

about 1 m relative to the channel bed at 08:00. This is consistent with the maximum

rate of change in the instantaneous tidal prism (i.e., the volume of tide water) going

from the flat to the channel and corresponds to the ebb pulse (Nowacki and Ogston,

2012). Across-channel velocities (not shown) in the lower meter are typically small,

but may increase in the region above the 1 m sampling distance when the tidal

elevation is above the flats and the tide propagates across the flats, as seen in Nowacki

and Ogston (2012) and Mariotti and Fagherazzi (2011). At 09:15, the ebb passes the

Aquadopp site and the measured water depth in the channel becomes constant at 0.1

m (the surrounding flats are exposed). The water in the channel continues to flow

seaward, however the 0.1 m flow depth is within the acoustic blanking distance of the

instrument. Although the pressure and temperature measurements are still valid, no

useful Doppler velocity data are collected during this shallow flow. The IRCM shows

that channel drainage continues and is characterized by a slow decrease in velocity

(until the next flood tide when water from the Bear River Channel enters D Channel).

When both the IRCM and Aquadopp measurements are valid, the measurements

from the top bins of the Aquadopp compare well with the results of the IRCM tech-

nique (Figure 5.4a). The overall correlation between the currents speeds is r2 = 0.82.

(Figure 5.4). The 95% confidence intervals around the IRCM calculations span from

±0.5 cm s-1 to ±2.5 cm s-1 with a median of ±1.7 cm s-1. This is significantly smaller
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Figure 5.4 (a) Comparison of Aquadopp and IRCM measured surface velocities. Er-
ror bars are 95% confidence intervals around the modeled IRCM velocities and the
dashed line indicate one-to-one correspondence. (b) Comparison of Aquadopp surface
velocities to depth-averaged velocities.

than the errors expected from the raw (1 Hz) Aquadopp which are O(10 cm s-1).

Figure 5.4b also shows that surface velocities are well correlated with depth-averaged

flow (panel b), suggesting that IRCM values, which are surface values by definition,

can be used to estimate total discharge.

Also shown in Figure 5.3 are water temperatures (panel c), which vary notably in

the D channel during low tide relative to the values downstream in the Bear River.

The temperature signal is useful to constrain the source of the drainage, which is either

remnant surface water, exfiltrating porewater, or rainfall. Remnant water is expected

to have a strong thermal response to external heat fluxes, because of a small thermal

mass and direct exposure to solar heating, convection by wind, etc. Figure 5.3 shows

strong solar forcing (panel d) during the later stages of the post-ebb period. Thus,

there are valid mechanisms for remnant water on the flats to undergo both the cooling
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and the heating necessary to produce the observed channel outflow temperatures.

Porewater, by contrast, is expected to have a very weak thermal response, because

saturated muddy sediment within the flats are well-insulated from external heat fluxes

and have a large thermal mass (Thomson, 2010).

5.3.2 Channel current profiles

For the purpose of estimating the total discharge and associated open-channel flow

dynamics, the important parameter is the depth and cross-sectionally averaged chan-

nel velocity v̄(t). Here, we use observations of the depth and cross-channel profiles,

when available, to scale factors such that the mid-channel surface velocities vsurf (t)

can be applied at all times to obtain

v̄(t) =
1

A

∫
A

v(x, y, t)dA = CxCzvsurf (t) (5.4)

where the integral is taken over the channel area A and Cx and Cz are the horizontal

and vertical scale factors, respectively. As only a small subset of the data has obser-

vations with both cross-channel and depth profiles simultaneously, the scale factors

are necessary to obtain volume flux measurements.

The Aquadopp measures vertical profiles of the velocity, as shown in Figure 5.5

for select times. The profiles show unexpected sub-surface velocity maxima. Simi-

lar profiles have been observed in the late stages of channel drainage on other flats

(Wells et al., 1990). Bottle samples taken from the channel outflow during these

times show high suspended sediment concentrations, from 1.2 - 8.9 gL-1 at 08:42 and

10:15. Increased ADCP backscatter during these periods also suggests the presence

of high suspended sediment concentrations indicating the possibility of suspended

sediment supported gravity flows. Although our sparse observations of suspended
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sediment concentration are insufficient to investigate the details of gravity flows, the

quadratic fit describes the observations well and the high concentrations motivate

the quantification of post-ebb drainage. Alternatively, surface stresses from wind and

cross-channel circulation may be responsible for these sub-surface maxima.

The normalized velocity profiles are used to find the scalar constant Cz, which re-

lates the observed surface velocity to the depth-averaged velocity, such that 1
h

∫
v(z)dz =

Czvsurf . The factor Cz is thus the slope of the comparison in Figure 5.4b. This depth

correction factor is assumed to apply across the entire channel, however the surface

velocities vsurf are allowed to vary across the channel.

The cross-channel variations in surface velocity vsurf are quantified using multiple

IRCM lines are shown in Figure 5.6 for selected times. The cross-channel profiles show

an expected maxima mid-channel and a quasi-symmetric reduction near the channel

side-walls, consistent with a no-slip condition along the walls. The normalized profiles

are used to define a scalar constant Cx, which relates the observed surface velocity to

the cross-channel-averaged velocity, such that
∫
v(x)dx∫
dx

= Cxvsurf . The cross-channel

correction factor is assumed to apply at all depths, however the velocity may vary

with depth (as determined in the preceding definition of Cz).

5.3.3 Total channel discharge

The discharge (i.e., volume flux) outflowing from D channel is estimated using the

measured surface velocities and applying the scaled profile coefficients, such that

V(t) =

∫ ∫
v(y, z, t)dydz = v̄(t)A(t) = CyCzvsurf (t)A(t), (5.5)

where vsurf (t) is the mid-channel surface measurement (from either the IRCM or the

Aquadopp) at a given time, A is the channel cross-sectional area (determined from
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for all profiles and the gray shading is the standard deviation.
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the Aquadopp pressure gauge and the extrapolated LiDAR scan) at a given time, and

Cx, Cz are the scale factors adjusting the observed surface velocity to a channel- and

depth-averaged value.

The channel discharge from Eq. 5.5 is shown in Figure 5.7 on a log axis as a

function of linear time. Discharge rapidly decreases during the end of the ebb and the

rate of decrease slows during the post-ebb period. Generally, there is an exponential

decay with time, consistent with the hydrographic recession of a drainage basin (Jones

and McGilchrist, 1978; Brutsaert, 2005).

V(t) = V0e
−αt. (5.6)

Here the exponent α is determined to be approximately 3.7 hours−1± 0.54 during
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the ebb and 1.5 hours−1 ± 0.08 for the post-ebb flow. This change in exponent

indicates a change in the underlying dynamics from the ebb-tidal-elevation driven

flow to a uniform open channel flow regime during the post-ebb period. While a

visual inspection of the plot seems to indicate a change in slope somewhere between

08:45 and 09:15, the dynamic analysis in section 5.4.1 suggests 09:15 as the change in

dynamic regime. For the purpose of this study, however, the exact time period does

not significantly alter the results.

Integrating in time under the post-ebb discharge portion of the volume flux esti-

mates gives a total outflow volume of approximately 400 m3. Using the LiDAR data

to delineate the upstream drainage basin, the upstream area is Atotal = 3 × 105 m2

(see Figure 5.1b). Combining these estimates indicates that the observed drainage

in the D channel would require a skim of approximately d ∼ 1.3 mm deep remnant

water on the surface of the flats. Of course, it is unlikely that the remnant water is

uniformly distributed across the observed flats, because ridges and runnels are com-

mon to muddy tidal flats (O’Brien et al., 2000; Gouleau et al., 2000; Whitehouse

et al., 2000). A more realistic guess at the distribution of remnant water thickness

is d ∼ 13-26 mm over 5-10% of the exposed flats, and this estimate is used in subse-

quent thermodynamic modeling of the remnant water (to predict channel discharge

temperatures, see §5.4.2).

Porewater and rainfall are potential alternate sources of the post-ebb discharge.

Estimating the total major channel length from the LiDAR as 2 km and a mean

channel depth of 0.5 m, the hydraulic conductivity along the channel flanks would

need to be 10−3 cms-1 (assuming unit hydraulic gradient, i.e. 1 m change in head over

1 m horizontal distance) to generate the observed fluxes of 0.2 m3s-1 via porewater
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discharge. This is well above the 10−6 to 10−9 cms-1 estimates of hydraulic conduc-

tivity within Willapa mud flats (B. Boudreau, pers. commun.), and thus is unlikely

to contribute noticeably to the source of post-ebb drainage. Another potential source

is rainwater. During this low tide two trace rainfall events occurred of less than 0.25

mm each for a maximum possible 0.5 mm. While its unlikely that the total rainfall

was this high, this would still represent only half of the observed discharge.

5.4 Discussion

5.4.1 Dynamic separation of tidal versus post-ebb discharge flows

A simple description for steady open-channel flow is the Gauckler-Manning Equation

(Gioia and Bombardelli, 2002),

v̄ =
k

n
R

2/3
h S

1/2
f (5.7)

where v̄ is the mean velocity (depth- and cross-sectionally averaged), n is the Gauckler-

Manning coefficient indicating the roughness of the channel, Rh is the hydraulic radius

(the ratio A
p

of the cross-sectional area A to the wetted channel perimeter p), k is a

unit conversion factor equal to unity for SI units, and Sf is the friction slope, a func-

tion of the changing channel depth and the bed slope. This equation represents a

balance between gravity (via slope) and friction (via roughness), assuming turbulent

stress varies linearly as a function of distance to the channel boundary. Here, we use

a Gauckler-Manning coefficient of n = 0.02 (a typical value for natural mud), unit

conversion k = 1, a LiDAR-based estimate of Rh, and v̄ = V(t)/A(t) where V(t) is

calculated as in section 5.3.3. The friction slope is then the only unknown variable.

The velocities v̄ as a function of friction and hydraulic radius nR
−2/3
h are shown in

Fig. 5.8a, and the inferred friction slopes as a function of time in Fig. 5.8b. During



www.manaraa.com

87

the ebb period (prior to 09:15), the flow is directly proportional to nR
−2/3
h . From

09:00 to 09:15, Sf increases until the post-ebb discharge period. This increase in

slope is consistent with the receding tide controlling the downstream water elevation

creating a backwater effect at the measurement location.

As the downstream tidal elevation falls, the friction slope approaches a near con-

stant value of S0 = 0.005 during the post-ebb discharge period. If the flow is uniform

in depth along the channel, then bed slope S0 is equivalent to the friction slope, i.e.

S0 = Sf and under these conditions the velocity is inversely proportional to nR
−2/3
h

with the slope of the regression equivalent to S
1/2
0 . During the post-ebb period (after

09:15), the observations are consistent with uniform open channel flow and with an

inferred bed slope of S0 = 0.005, consistent with nearby calculations of the actual

channel slope by Mariotti and Fagherazzi (2011).

Following the post-ebb discharge period, the flood period shows a similar pattern

to the ebb with v̄ decreasing with nR
−2/3
h . The friction slope again decreases as the

flooding tide increases downstream tidal elevations. It should be noted that while

the velocities during the ebb and flood periods are influenced by the downstream

tidal elevations they should still follow open-channel flow dynamics. In these situ-

ations, however, the flow depth is no longer uniform along the channel, nor is the

flow steady. Instead, gradually varied flow dynamics would need to be considered

and the friction slope would no longer be equivalent to the surface slope. Without

precise measurements of the downstream elevations calculating the exact backwater

conditions is difficult and beyond the scope of this experiment.

A simple schematic shown in Fig. 5.8 shows how the tidal flow influences the

water elevation in the channel through the backwater effect of the downstream water
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Figure 5.8 (a) Depth-mean velocity vs nR
−2/3
h from the Aquadopp (circle) and IRCM

(square) datasets. Color corresponds to observation time. The line is a best-fit line for
Eq. 5.7 for the post-ebb discharge period (after 09:15). (b) Calculated dynamic slope
Sf during the same time period and schematic diagrams of the channel and water
depth showing the influence of tidal elevation on channel slope. The dashed lines
indicate the prior tidal elevation with the arrows showing rising or falling tide. The
falling tide increases the friction slope Sf while the rising tide decreases Sf . During
the post-ebb period, water elevation is steady and uniform throughout the channel
with Sf = S0.
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elevation. As the tide recedes, the downstream elevation falls and Sf increases due to

the increase in the water surface slope. This occurs until uniform open channel flow is

established where the flow depth is the same everywhere and the water slope matches

the bed slope. When the tide rises again the downstream tidal elevation reduces Sf

and decelerates the flow. Dynamically, the ebb and post-ebb flow regimes differ in the

importance of the bed and surface slopes in controlling the pressure gradient forcing.

During normal tidal flow, the varying tidal elevation creates a water surface slope and

hence a pressure gradient driving the flow. During the post-ebb discharge, however,

when the flow depth is uniform along the channel, bed friction is the main dynamic

control on the pressure gradient.

5.4.2 Remnant water heat flux model

To further assess the hypothesis of remnant water on the flat surface as the source

of post-ebb discharge in the channel, a heat-flux model is applied to predict the

temperature of remnant water and then the predictions are compared with observed

outflow temperatures. The model is necessary because remnant water temperatures

on the flats were not measured directly, owing to the difficulties in measuring thin

(O(1) mm) layers without disturbing the hydrodynamic system. Remnant water

temperatures were not measured remotely, because the infrared field of view was too

small to capture even a small fraction of the remnant water up on the flat.

Applying the model of Kim et al. (2010) and using the meteorological measure-

ments, we estimate the near surface heat flux Qnet as

Qnet = Qs +Ql +Qe +Qh +Qmw (5.8)

where Qs is net shortwave radiation, Ql is net longwave radiation, Qe is latent heat
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flux due to evaporation and freezing, Qh is sensible heat flux, and Qmw represents

heat exchange between the sediment and water column during inundation of the flats.

The main source of heat is the net shortwave radiation Qs = (1 − α)Qs0 where Qs0

is the incoming solar shortwave radiation and α is the albedo of the water surface.

A constant albedo of α = 0.08 was used for this model, consistent with prior heat

modeling experiments (Guarini et al., 1997). Ql, Qe, and Qh generally represent

losses of heat and are empirical functions of local meteorological conditions, modeled

following Kim et al. (2010).

The sediment temperatures with depth in the sediment bed were also modeled

following Kim et al. (2010) using the one-dimensional heat conduction equation

∂Ts
∂t

= κ
∂2Ts
∂z2

(5.9)

where Ts(z) is the sediment temperature with depth in the sediment z and κ is the

sediment heat diffusivity. Previous work by Thomson (2010) found sediment thermal

diffusivities ranging from 0.2 - 0.7 ·10−6 m2s-1. For this model a constant diffusivity

of κ = 0.5 · 10−6 m2s-1 was used. Sediment temperatures were modeled to 1 m depth

and initialized using the sand anchor observations. No heat fluxes were assumed to

occur through the bottom boundary, while heat fluxes through the sediment-water

interface were modeled as

Qmw = hsw (Ts − Tw) (5.10)

where Ts and Tw are the sediment and water temperatures respectively. hsw is the

sediment-water heat transfer coefficient, with a constant value of 20 WK-1m-2 used for

this study. Values from 10− 70 WK-1m-2 were also tested and had little effect. This

is likely due to the fact that the modeled locations were inundated during the entire

time period allowing the sediment-water interface to come into a thermal equilibrium.
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The temperature T of the remnant water that would be available to runoff into D

channel is estimated using the net heat flux Qnet as a function of time t

∂T (x, t)

∂t
=
Qnet(t)

Cvd
, (5.11)

where Cv is the volumetric heat capacity of seawater, and d is the depth of the water.

The final temperature predictions T (x, t) were obtained by time-integrating Eq. 5.11

for all t after the ebb has passed at given x value (i.e., once the flats are exposed and

remnant water is left on the surface of the flats at a given location).

The model was applied at 11 vertical locations on the flat from 1.5 - 2.5 m above the

channel mouth elevation and the tidal elevation from the sand anchor pressure gauge

at the Aquadopp site was used to determine water depths at the modeled locations.

We assumed a remnant water thickness d = 0.01 m, based on visual observations

during fieldwork, in order to simulate the remnant water on the flat surface when the

tidal elevation was below the flat elevation. The model was started at 00:00 31 March

2010, during a period of inundation prior to the IRCM observations and initialized

with observed water and sediment temperatures of 9.8 ◦C, which were in equilibrium.

The model results for temperature and the heat fluxes are shown in Figure 5.9.

The heat flux terms for the mid-flat site (at 2 m above D Channel mouth elevation)

are representative of the whole system and are presented in Figure 5.9b. At the mid-

flat site, Qnet begins negative (predicting cooling of remnant water) and transitions

to positive (predicting warming of remnant water) during the drainage period. The

key term for cooling remnant surface water is the long wave (blackbody) radiation Ql,

although some of the lost heat is replaced by warming from the positive exchange with

the underlying mud (which has a large thermal mass and maintains 9.8 ◦C throughout

most of the model time series). The key term for heating is solar radiation Qs, which
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becomes dominant after 09:00 .

The resulting estimates of remnant water temperature at representative locations

on the flats are shown in Figure 5.9. The upper, mid, and lower flat elevations are

at 2.5 m, 2 m, and 1.5 m above the channel mouth elevation. Water on the upper

flats initially cools under negative heat flux, then warms later when solar radiation

increases. The mid and lower flat locations begin to cool later than the upper flat

location, because they are exposed later. All locations begin warming together, largely

driven by solar radiation, at 08:00.

The temperature signal in the channel is expected to lag the temperature signal

of remnant water on the flats by the travel time required to reach the channel mouth.

This lag will vary with flat location and runoff speed. Likely, the water in the channel

is mostly remnant water from the nearest (and most recently exposed) portion of the

flats. For the O(0.5 ms-1) flows observed in the channel, the lag time over a distance

of 100 m is only 200 s, which cannot be distinguished from Figure 5.9. Lacking direct

observations of the runoff velocities on the flats and in the runnels, we use a simple

instantaneous mean of the modeled remnant water from all locations and compare

to the observed temperatures at the same time. During the post-ebb period that is

our focus (09:15-10:15), the modeled remnant water temperatures are similar at all

locations, so the choice of position and associated time lag is not significant to the

overall inference that channel drainage temperature is consistent with predictions for

the temperature of remnant surface water.

The overall trend of cooling and then warming closely matches the observed

drainage temperatures in D channel, which are highly variable relative to the con-

stant Bear River channel water temperatures or constant mud temperatures (see Fig.



www.manaraa.com

93

0

2

4

6

D
e

p
th

 (
m

)

−300

−200

−100

0

100

200

300

h
e

a
t 

fl
u

x
 (

W
 m

−
2
)

 

 
Q Q

h
Q

l
Q

s
Q

e
Q

sw

03:00 04:00 05:00 06:00 07:00 08:00 09:00 10:00
6

7

8

9

10

11

12

31 Mar 2010

te
m

p
e

ra
tu

re
 (

°
 C

)

 

 

D Channel

model mean

upper flat

mid flat

lower flat

(a)

(b)

(c)

Figure 5.9 (a) Time series of water level, (b) terms in the heat flux model (colored
lines), and (c) resulting predictions of remnant water temperatures at different loca-
tions on the flats. The mean from the model regions (dashed line) compares well with
the measured temperature of water in D channel (solid line). The upper, mid, and
lower flat are located at 2.5 m, 2 m, and 1.5 m above the D channel elevation.
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5.3). If, instead, the channel drainage source was porewater, the drainage tempera-

ture would be closer to a constant 10.8 ◦C, which is the temperature observed from

the buried (0.5 m) HOBO loggers within the mudflats. The heat flux model demon-

strates that the temperature measurements are consistent with a thin film of water

running off of the flats and undergoing the expected thermal changes associated with

this runoff and eventual conveyance through D Channel.

5.5 Conclusions

Using a combination of in situ and remote measurements, we have quantified drainage

in the channel of a natural tidal flat. The IRCM technique provides accurate mea-

surements of surface velocity that compare well with in situ ADCP measurements.

Parametric current profiles are fit to obtain estimates of volume flux along the channel,

and the corresponding mean flows are assessed with the Gaukler-Manning equation.

Temperature observations in the channel are consistent with predictions for the runoff

of O(10−2 m) thick surface remnant water that cools after initial exposure and then

warms via solar radiation.

The dynamics of the observed drainage were separated into two regimes: ebb

tide and post-ebb discharge. The Manning-Gaukler equation for open channel flow

accurately describes both of these regimes through variations in surface and bed

slopes. During the ebb tidal flow, a decrease in tidal elevation causes an increasing

water surface slope and thus increasing velocities. In the post-ebb discharge regime,

flow is uniform (constant-depth) down a bed slope and velocity slowly decreases as

water mass is lost from the flats. These results may be applied in future studies to

estimate discharge in the absence of measurements.

Low tide discharge from mudflats is a mechanism for downstream transport of
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material (and heat) that is often ignored, in part because it is difficult to measure.

Although small, the long-term implication of this downstream transport may be sig-

nificant in setting the morphology of the flat. Clearly, more study is necessary to

understand the importance of post-ebb drainage. Future improvements would be to

understand the spatial variability of remnant water on the flats, and to map pathways

of the runoff through runnels and into channels. Additionally, detailed measurements

of sediment concentrations during these periods would provide estimates of off-flat

sediment flux.
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Chapter 6

CONCLUSIONS AND OUTLOOK

This dissertation analyzed sediment and water column temperatures of tidal flats.

Field observations of temperatures during summer and winter at Skagit Bay and

Willapa Bay, WA, USA were reported. During the summer, sediment temperatures

generally increase with daytime exposure of the tidal flats. Exposure during the winter

causes decreases of the temperatures on the tidal flats. These observations were used

to derive sediment thermal properties like diffusivity κ and a sediment-water heat

exchange coefficient hsw. Values for hsw range from 5-20 W m−2 K−1 with the sandy

Skagit Bay sites exhibiting slightly large values.

The field observations were then used to drive and test a cross-flat numerical model

of tidal flat thermodynamics. The model results indicate that during July 2009, the

sediment bed acted as a minor net source of heat at both study locations providing

a total of 5 MJ m −2 of heat energy to the water at Skagit Bay and 8 MJ m−2 at

Willapa Bay. During the winter the sediment bed acted as a net sink, receiving 50 MJ

m−2 of energy from the water at Skagit Bay and -11 MJ m−2 at Willapa Bay. Results

at both locations were similar for each season, despite differences in diffusivity and

conductivity at each site. The directionality of heat flux is based primarily on the

phasing of maximum inundation and solar noon.

Processes during the flooding tide were then examined by phase-averaging the

observational and modeled results. Alternate model runs were performed varying the
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value of the light extinction coefficient from Kd = 1 m−1 to Kd = 1000 m−1 to sim-

ulate major variations in turbidity that would affect uptake of shortwave radiation.

The high extinction coefficient runs were able to more accurately match the observa-

tional results of enhanced water column temperatures at the front edge indicating the

importance of turbidity to the heat budget during these periods. When the model

results are analyzed in a Lagrangian frame, heating at the edge of the front is found

to be primarily due to solar radiation heating a thin layer of water at the front edge

as opposed to heating by the sediment.

Finally ebb-tidal drainage was examined using a combination of in situ and re-

motely sensed observations in concert with the model. Despite the shallow flows, the

IRCM provided accurate measurements of the surface velocities within the drainage

channel. Volume fluxes were calculated and used to identify two dynamic regimes:

the ebb tidal flow and post-ebb drainage. While both conditions represent open-

channel flow, ebb-tidal friction velocities are influenced by the downstream elevations

creating a backwater effect and decreasing the momentum fluxes. During the post-

ebb drainage, however, uniform-depth open channel flow is maintained. Temperature

observations in the channel were consistent with modeled results assuming surface

runoff of water from atop the flat planform.

6.1 Sea level rise scenario

The conclusions of this dissertation raise interesting questions about tidal flat ther-

modynamics. The University of Washington Climate Impacts Group projects that

local sea level rise due to anthropogenic climate change to be between 18 to 59 cm

by the end of 2100 (Mote et al., 2008). They note however, that low-probability,

high-impact scenarios should be taken into account when make long term decisions
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and hence recommend using a local sea level rise of 55-120 cm for future scenarios.

What would be the changes to tidal flat thermodynamics under these higher sea-level

conditions?

As an example of what might happen during sea level rise, the cross-shore model

was run for a sea level rise of 1 m simply by lowering the elevations at each location by

1 m. Figure 6.1 shows the results at Skagit Bay during the modeled July time period.

The increase in sea level reduces the amount of flat area exposed and hence reverses

the difference between the sediment and water temperatures in the middle portion

of the flats. Water column temperatures from 1.25 to 3.75 km are now, on average,

warmer than the sediment temperatures. This change also increase temperatures

by about 1◦C in the shallowest area of water and decreases sediment temperatures

by a similar amount in the mid-flat region. The reversal in the difference between

temperatures means that sediment-water heat exchanges are now reversed with the

water column acting as a net source of heat to the sediment bed. This would be

expected due to the reduction in the percentage of exposure that a location would

experience.

During the winter, however, the changes are not as stark (Figure 6.2). The quali-

tative relationship remains the same with the sediment bed acting as a net heat sink.

Temperatures at the shallower end of the flats are the most effective with about a

1◦C difference in water temperatures at the up flat limit.

These results should, of course, be taken with some discretion, as a change in

sea level would likely increas the accommodation space of the Skagit Delta and allow

greater sedimentation to occur in the area of the flats, perhaps keeping up with sea

level rise. Currently, most of the sediment carried by the Skagit River is deposited
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Figure 6.1 (a) Cross-flat profile of time-averaged (blue) water and (brown) sediment
temperatures at Skagit Bay for 7-27 July. The solid lines are under the current
bathymetry while the dotted lines assume a 1-m rise in sea level over 100 years. (b)
Cross-flat profile of time-averaged (blue) total heat flux to the water (Qw), (brown)
total heat flux to the sediment surface Qm, and (black) sediment-water heat flux Qmw.
Positive Qmw indicates heat flux into the water column.
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Figure 6.2 (a) Cross-flat profile of time-averaged (blue) water and (brown) sediment
temperatures at Skagit Bay for 9-29 January. The solid lines are under the current
bathymetry while the dotted lines assume a 1-m rise in sea level over 100 years. (b)
Cross-flat profile of time-averaged (blue) total heat flux to the water (Qw), (brown)
total heat flux to the sediment surface Qm, and (black) sediment-water heat flux Qmw.
Positive Qmw indicates heat flux into the water column.

past the delta front in deep Whidbey Channel (Webster et al., 2012), but an increase

in local sea level would allow some of that sediment to be deposited in the delta region

with the increase in accommodation space. Of course sea level changes would likely

also change the tidal curve as well. However, even considering these caveats, this

“what-if” exercise provides an example of a system where the intertidal area has been

greatly reduced and hence comparisons could be made with existing regions such as

embayments where intertidal areas are smaller.
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